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Abstract. We consider the wave equation on a product cone and find a joint asymptotic
expansion for forward solutions near null and future infinities. The rates of decay seen
in the expansion are the resonances of a hyperbolic cone on the “northern cap” of the
compactification as computed exactly by the authors in [BM16]. The expansion treats an
asymptotic regime not considered in the influential work of Cheeger and Taylor [CT82a,
CT82b].

The main result follows the blueprint laid out in the asymptotically Minkowski set-
ting [BVW15, BVW18]; the key new element consists of propagation estimates near the conic
singularities. The proof of the propagation estimates builds on the work of Melrose–Vasy–
Wunsch [MVW08] in the spacetime and on Gannot–Wunsch [GW18] in the semiclassical
regime.

1. Introduction

In this paper we consider the long-time asymptotics of solutions of the wave equation on
product cones. In particular, we find a complete (joint) asymptotic expansion for solutions
near null infinity. The exponents in the expansion along null infinity are the resonances of
the spectral family of the Laplacian on the “hyperbolic cone” living at the “northern cap”
and were computed in a previous paper [BM16].

For a given compact connected Riemannian manifold (Z, k), we say that the cone C(Z)
over Z is the manifold with boundary

[0,∞)r × Z,
equipped with the (singular) Riemannian metric

dr2 + r2k.

We consider the wave equation{
�w = (D2

t −∆C(Z))u = f ∈ C∞c (R× C(Z)),
(w, ∂tw)|t=0 ∈ C∞c (C(Z))× C∞c (C(Z)),

(1)

on R × C(Z). In order to simplify matters, we always assume that ∆C(Z) represents the
Friedrichs extension of the Laplacian on C(Z).

We compactify the spacetime R × C(Z) to a manifold with corners we call M ; in the
case of a “phantom cone”, this reduces to the compactification of the Minkowski metric
considered in previous work [BVW15, BVW18]. The manifold with corners M has two
boundary hypersurfaces: one, denoted mf corresponds to the “boundary at infinity”, while
the other, denoted cf, corresponds to the conic singularity.

The main result of this paper is to obtain the asymptotic behavior of the solution u near
the light cone at infinity, which we denote S+. In order to do this, we ultimately blow up S+

in mf to obtain a third boundary hypersurface. Locally near the interior of this new front
1
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face (denoted I+), the blow-up amounts to introducing new coordinates ρ = (1+t2 +r2)−1/2,
s = t− r, and z; the front face is given by ρ = 0.

In order to simplify the statement of the main theorem (i.e., to make a statement without
compound asymptotics), we introduce the Friedlander radiation field, which is given in terms
of s = t− r, r, and z by

R+[w](s, z) = lim
r→∞

r(n−1)/2w(s+ r, r, z),

i.e., by restricting an appropriate rescaling of the function to the new face. The function
R+[w] measures the radiation pattern seen by a distant observer and is an explicit realiza-
tion of the Lax–Phillips translation representation as well as a generalization of the Radon
transform.

Our main theorem can be stated in terms of the radiation field as s, the “lapse” parameter,
tends toward infinity, and more generally, the compound asymptotics of the solution near
the forward light cone.

Theorem 1.1. Suppose u is a solution of the wave equation on a cone with smooth initial
data compactly supported away from the conic singularity, i.e.,

�w = 0 on R× C(Z),

(w, ∂tw)|t=0 ∈ C∞c (C(Z))× C∞c (C(Z)).

The radiation field R+[w](s, z) of w admits an asymptotic expansion of the form

R+[w](s, z) ∼
∑
j

mj∑
κ=0

aj,κ(z)siσj(log s)κ

as s→ +∞.
Moreover, w has a full asymptotic expansion away from cf, with the compound asymptotics

near C+ ∩ I+ given by

w ∼ r−
n−1
2

∑
j

∑
κ≤mj

∞∑
`=0

ajκλ(z)s−iσj(log s)κ(s/r)`.

In fact, the σj in the theorem are the resonances of the hyperbolic cone considered pre-
viously by the authors [BM16] and can be computed explicitly in terms of the eigenvalues
µ2
j of ∆k. Because each eigenvalue µ2

j leads to an entire family of resonances, it is easier to
rename them σj,k in terms of two parameters, which we call j and k. Here j refers to the
eigenvalue in question and k ∈ N = {0, 1, . . . }.

(2) σj,k = −i

1

2
+ k +

√(
n− 2

2

)2

+ µ2
j


provided that √(

n− 2

2

)2

+ µ2
j /∈

1

2
+ Z.

The resonance σj has the same multiplicity as the eigenvalue µ2
j of ∆k.

Theorem 1.1 is an extension of the foundational work initiated by Cheeger–Taylor [CT82a,
CT82b], though our aim is different. Cheeger and Taylor were more interested in the propa-
gation of wavefront set for the wave equation on product cones; in particular their main aim
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was to show the existence (and calculate the symbol) of the diffracted wave arising from the
metric singularity. In the process, they also found the asymptotic behavior of solutions of
the wave equation away from I+; we recover their result in this region. Although in principle
Theorem 1.1 can be recovered using the methods of Cheeger–Taylor [CT82a, CT82b] pro-
vided one could extend their asymptotic expansion uniformly to the boundary of the light
cone, but we provide an alternative microlocal proof.

We note that the hypotheses of Theorem 1.1 may be relaxed somewhat; it is not strictly
necessary that we consider the static wave equation on a product cone; we present this
setting largely for pedagogical reasons and describe straightforward generalizations below
(see Section 3). Although the argument simplifies in the product setting, the complica-
tions arising can be treated using more refined microlocal techniques. See for instance the
previous papers [BVW15, BVW18] for relaxing the static hypothesis and Melrose–Vasy–
Wunsch [MVW08] to relax the product hypothesis.

The novelty of this paper is at least twofold: not only do we contribute to the project of
Cheeger–Taylor in a fashion that gives full a complete asymptotic description, but we find
that cones provide an additional class of examples where the expansion of the radiation field
can be computed explicitly.

1.1. A sketch of the proof of Theorem 1.1. To prove the main theorem, we adhere
to the blueprint laid out in previous work of the first author [BVW15, BVW18], which in
turn builds on the foundational work of Vasy [Vas13]. In particular, our aim is to reduce the
problem of finding an asymptotic expansion to the inversion of a family of Fredholm operators
on mf; the residues of the poles of this family generate the terms in the expansion. Showing
that the family is Fredholm (and that the argument can begin) reduces to propagation of
singularities arguments.

We begin with the solution of equation (1); by smoothly cutting off the solution for t < 0
we consider instead the forward solution of �w = f ′, where f ′ ∈ C∞c (M) vanishes identically
in a neighborhood of C−. We consider then the function u = ρ−(n−1)/2w and set

L = ρ−2ρ−(n−1)/2�ρ(n−1)/2,

so that u satisfies Lu = f ′′ for some other function f ′′ ∈ C∞c (M) vanishing near C−. A
propagation of singularities argument (which will be proved in Section 6) shows that u is
conormal to S±.

We set Pσ = N̂(L) where N̂ is the reduced normal operator, i.e., the family of operators

on mf obtained by the Mellin transform in the normal variable ρ. We set ũσ and f̃σ to be
the Mellin transforms of u and f ′′, so that ũσ solves

Pσũσ = f̃σ.

In general, one would expect additional correction terms, but the dilation invariance of
the model problem simplifies the argument considerably. We show that we can propagate
regularity from the past “radial points” of Pσ to the future ones. Away from the conic
singularity, this argument is contained in the previous papers [BVW15, BVW18, Vas13];
the main missing piece is the propagation near the conic singularity (which we will prove in
Section 7). This argument shows that Pσ is Fredholm on variable-order Sobolev-type spaces
and P−1

σ has finitely many poles in any horizontal strip. In fact, the poles of P−1
σ can be

identified with the resonances of the corresponding hyperbolic cone.
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Once these pieces are in place, the argument from the prequel [BVW18] proves the main
theorem. Since that argument simplifies slightly in the product context, we provide a sketch
of it below (Section 8).

The next four sections are “preliminaries” to the main analysis contained in Sections 6,
7, and 8. Section 2 provides a brief review of the geometry of manifolds with corners and
asymptotic expansions on them. Section 3 provides an introduction to the specific geometry
we consider, while Section 4 presents the pseudodifferential calculi employed. Section 5
develops the function spaces in which the various arguments take place.

In the propagation arguments (and in the choice of coordinates in Section 3), we aim
to match as closely as possible the notation of Melrose–Vasy–Wunsch [MVW08] to make
reference to arguments easier. We further adopt the conventions that ∆ is a non-negative
operator, D = 1

i
∂, m typically represents the order of a differential (or pseudodifferential)

operator, and ` typically represents an index (or multi-index) for growth or decay.

Acknowledgments. The authors wish to thank Semyon Dyatlov, Oran Gannot, Peter
Hintz, Rafe Mazzeo, Andras Vasy and Jared Wunsch and for valuable discussions. DB was
supported in part by National Science Foundation (NSF) under NSF Grant DMS-1500646
and NSF CAREER Grant DMS-1654056. The research of JLM was supported by NSF Grant
DMS-1312874 and NSF CAREER Grant DMS-1352353. Part of this work was done while
the second author was on sabbatical at Duke University and the Mittag-Leffler Institute.

2. Basics of b-geometry

We begin by recalling results about analysis on manifolds with corners. Some of the dis-
cussion in the next few sections is adapated from the first author’s previous work [BVW15,
BVW18], while a more thorough discussion of b-geometry can be found in Melrose’s book [Mel93,
Chapter 4]. In the context of manifolds with corners, we refer the reader to Melrose’s un-
published book [Mel96] and to Vasy’s work [Vas08].

Throughout the paper we assumeM is a compact (n+1)-dimensional manifold with corners
and that X is a compact n-dimensional manifold with boundary. A function ρ ∈ C∞(M) is
a boundary defining function for a boundary hypersurface H of M if ρ vanishes simply at
H and is non-vanishing elsewhere. A codimension k corner is the intersection of k boundary
hypersurfaces of M .1 Near a codimension k corner H1 ∩ · · · ∩Hk, we may use

(ρ1, . . . , ρk, y) ∈ [0, 1)k × Rn+1−k

as coordinates on M , where ρi is a boundary defining function for Hi and y are coordinates
along the corner H1 ∩ · · · ∩Hk.

The space of b-vector fields on M , denoted Vb(M), is the space of smooth vector fields on
M tangent to ∂M . Near a codimension k corner H1∩· · ·∩Hk, Vb(M) is spanned over C∞(M)
by the vector fields ρ1∂ρ1 , . . . , ρk∂ρk , ∂y. The vector field ρj∂ρj is called the b-normal vector
field to the boundary hypersurface defined by ρj and is independent of choice of coordinates
as an element of Vb(M)/ρVb(M).

In fact, Vb(M) is a Lie algebra and is the space of smooth sections of a vector bundle
(called the b-tangent bundle) bTM over M . The dual bundle of bTM is bT ∗M and its
sections are locally spanned (near a codimension k corner) over C∞(M) by the 1-forms

1Our main applications involve corners of codimension no greater than two.
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dρ1/ρ1, . . . , dρk/ρk and dy. The b-cotangent bundle bT ∗M is equipped with a canonical
1-form, which can be written

(3) ξ1
dρ1

ρ1

+ · · ·+ ξk
dρk
ρk

+ η · dy

in local coordinates near a codimension k corner. We further obtain the fiber compactification
bT ∗M of bT ∗M by radially compactifying each fiber. A defining function for the “boundary
at infinity” of a fiber is given by

ν =
(
ξ2

1 + · · ·+ ξ2
k + |η|2

)−1/2

and near infinity we may use

ν, ξ̂ = νξ, η̂ = νη

as a redundant set of local coordinates on each fiber near {ν = 0, ρ1 = 0, . . . , ρk = 0}.2 We

let bS∗M denote the boundary at infinity of bT ∗M , i.e., {ν = 0}.
The b-cotangent bundle also inherits a canonical symplectic structure where the symplectic

form is given by the exterior derivative of the canonical 1-form. (In other words, the natural
symplectic structure on T ∗M extends to bT ∗M .) If we write covectors in bT ∗M in local
coordinates as

ξ1
dρ1

ρ1

+ · · ·+ ξk
dρk
ρk

+ η · dy,

then the symplectic form is given by

(4) dξ1 ∧
dρ1

ρ1

+ · · ·+ dξk ∧
dρk
ρk

+ dη ∧ dy.

As Vb(M) is a Lie algebra, we may consider its universal enveloping algebra, denoted
Diff∗b(M). Near the codimension k corner H1 ∩ · · · ∩Hk defined by {ρ1 = 0, . . . , ρk = 0}, an
operator A ∈ Diffmb (M) has the form

(5) A =
∑

α1+···+αk+|β|≤m

aα,β(ρ1, . . . , ρk, y)(ρ1Dρ1)
α1 . . . (ρkDρk)

αkDβ
y ,

where aα,β ∈ C∞(M).
The semiclassical version of Diffmb (M), denoted Diffmb,h(M), is similarly defined with a

parametric dependence on a small parameter h > 0. In local coordinates, an operator
A ∈ Diffmb,h(M) has the form

(6) A =
∑

α1+···+αk+|β|≤m

aα,β(ρ1, . . . , ρk, y;h)(hρ1Dρ1)
α1 . . . (hρkDρk)

αkDβ
y ,

where aα,β ∈ C∞(M) are bounded in h. In fact, we require Diff∗b,h only in the context of
manifolds with boundary.

We also introduce a multi-filtered version of Diff∗b(M). Suppose that H1, . . . , Hr are the
boundary hypersurfaces of M and that ρi is a boundary defining function for Hi. Given a
multi-index ` = (`1, . . . , `r) ∈ Rr, we obtain a multi-filtered algebra by setting

Diffm,`b (M) = ρ−`11 . . . ρ−`rr Diffmb (M) ≡ ρ−` Diffmb (M).

2Strictly speaking, we should regard (ξ̂, η̂) ∈ Sn and then regard (ν, ξ̂, η̂) as “polar coordinates” near
infinity.
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While the principal symbol of a differential operator specifies its high-frequency behavior,
it does not capture the boundary asymptotics. At each boundary face, there is a dilation-
invariant model operator, called the normal operator, that captures this behavior. The
normal operator N(A) of a b-differential operator A of the form above (5) at a codimension
k boundary face H is the dilation-invariant operator given by freezing the coefficients of
ρiDρi and Dy at ρ1 = · · · = ρk = 0. In other words, N(A) ∈ Diffmb ([0,∞)k ×H) is given by

(7) N(A) =
∑

α1+···+αk+|β|≤m

aα,β(0, . . . , 0, y)(ρ1Dρ1)
α1 . . . (ρkDρk)

αkDβ
y .

Just as the Fourier transform is useful in the study of approximately translation-invariant
operators, the Mellin transform is useful in the study of approximately dilation-invariant op-
erators. For the main application of this paper, we need only the Mellin transform associated
to a single boundary hypersurface H. Suppose u is a distribution on M suitably localized
near the boundary hypersurface H defined by ρ. The Mellin transform of u associated to H
is defined by

MHu(σ, y) =

∫ ∞
0

χ(ρ)u(ρ, y)ρ−iσ−1 dρ,

where χ is a smooth compactly supported function that is equal to 1 near ρ = 0.
The Mellin conjugate of the operator N(A) is known as the reduced normal operator.3 For

N(A) given in the formula (7) above, the reduced normal operator is the family of operators
on the boundary hypersurface H given by

(8) N̂(A) =
∑

j+|β|≤m

aj,β(0, y)σjDβ
y ,

where the other ρ variables are included with the y.
The Mellin transform is especially useful in the study of asymptotic expansions in powers

of ρ (the boundary defining function for the hypersurface) and log ρ. We first discuss the case
where M has only a single boundary hypersurface, i.e., when M is a manifold with boundary.
In particular, we recall from Melrose [Mel93, Section 5.10] that if u is a distribution on a
manifold with boundary, we write

u ∈ AEphg(M) (u is polyhomogeneous with index set E)

if and only if u is conormal to ∂M (and, in particular, is smooth away from the boundary)
and

u ∼
∑

(z,k)∈E

ρiz(log ρ)kaz,k,

where az,k are smooth functions on ∂M . Here the expansion should be interpreted as an
asymptotic series as ρ→ 0 and E is an index set and therefore must satisfy4

• E ⊂ C× {0, 1, 2, . . . },
• E is discrete,
• if (zj, kj) ∈ E with |(zj, kj)| → ∞, then Im zj → −∞,
• if (z, k) ∈ E, then (z, l) ∈ E for all l = 0, 1, . . . , k − 1, and
• if (z, k) ∈ E, then (z − ij, k) ∈ E for all j = 1, 2, . . . .

3We only require this construction for differential operators, although it extends to b-pseudodifferential
operators as well.

4We have adopted the index set conventions of Melrose’s unpublished book [Mel96] rather than the other
reference [Mel93] to remain consistent with the first author’s previous work [BVW15, BVW18].
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We refer the reader to the work of Melrose [Mel93, Section 5.10] as to why these conditions
are natural. We occasionally use z ∈ C to denote the smallest index set containing (z, 0).
As an example, the functions that are smooth up to ∂M are polyhomogeneous with index
set 0 (i.e., with index set E = {(−ij, 0) : j = 0, 1, 2, . . . }).

Distributions in AEphg(M) can be characterized in two different ways: by the Mellin trans-
form and by the application of scaling (or radial) vector fields. To see the former, we recall
the characterization of this space given by Melrose [Mel93, Proposition 5.27]. For a given in-
dex set E, a distribution u lies in AEphg(M) if and only if its Mellin transform is meromorphic
with poles of order k only at points z for which (z, k − 1) ∈ E (together with appropriate
decay estimates in σ).

Alternatively, we may test for polyhomogeneity by using radial vector fields. Let R denote
the radial vector field ρDρ. We characterize u ∈ AEphg(M) by the requirement that for all A,
there is a γA with γA → +∞ as A→ +∞ so that

(9)

 ∏
(z,k)∈E Im z>−A

(R− z)

u ∈ H∞,γAb (M).

Our main theorem concerns polyhomogeneity at several boundary hypersurfaces not on a
manifold with boundary but on a manifold with codimension 2 corners. For convenience, we
repeat here several remarks from the first author’s previous work [BVW18]. In our setting,
at a codimension 2 corner defined by {ρ1 = ρ2 = 0}, we have E = (E1, E2), where each Ej is
an index set at the boundary hypersurface defined by ρj. Essentially, the idea is that u has
an expansion at each boundary hypersurface with coefficients that are polyhomogeneous at
the other. In other words, we have

u ∈ AEphg(M)

if and only if for each j = 1, 2 we have

u ∼
∑

(z,k)∈Ej

aj,z,kρ
iz(log ρ)k mod H

∞,γj
b (M),

where for each (z, k), the coefficients aj,z,k are smooth at the hypersurface defined by ρj and
polyhomogeneous (with index set E2 or E1, depending on whether j = 1 or j = 2) at the
other. Here γ1 = (+∞,−A) and γ2 = (−A,+∞), where A is some fixed number greater
than sup{Im z | (z, k) ∈ Ej, j = 1, 2}.

When testing for polyhomogeneity at two (or more) boundary hypersurfaces, it suffices to
test individually at each one with uniform estimates at the other. This result is a consequence
of a characterization by multiple Mellin transforms (see Melrose [Mel96, Chapter 4] or the
Appendix of the PhD thesis of Economakis [Eco93], which contains a proof by Mazzeo). In
particular, we rely on the following proposition.

Proposition 2.1 (Mazzeo, Melrose). Let Rj denote ρjDρj , the radial vector field at the
boundary hypersurface defined by ρj. For E = (E1, E2), a distribution u lies in AEphg(M) if
and only if for each j = 1, 2 there are fixed weights γ′j at the other boundary hypersurfaces
and, for all A, there is a γj,A with γj,A → +∞ as A→ +∞, so that

(10)

 ∏
(z,k)∈Ej Im z>−A

(Rj − z)

u ∈ H∞,γj,A,γ
′
j

b (M),
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where γj,A is the weight at the boundary hypersurface defined by ρj and γ′j encodes the weights
at the other boundary hypersurfaces.

In other words, applying the test above (9) at the boundary hypersurface Hi defined
by ρi improves the decay at Hi at no cost to the growth or decay at the other boundary
hypersurfaces. Note that there is no requirement that the coefficients in the expansion (or
the remainder) are polyhomogeneous. Indeed, their polyhomogeneity follows automatically
when the condition (10) is imposed at all boundary hypersurfaces.

3. Conic geometry

Our primary concern is the wave equation on a cone, so we describe this setting in detail.
Remark 3.1 describes natural extensions to this setting in which our main results still hold.

Suppose (Z, k) is a compact, connected (n − 1)-dimensional Riemannian manifold. We
say that the metric cone C(Z) over Z is the manifold

R+ × Z = (0,∞)r × Z
equipped with the warped product metric

dr2 + r2k.

This metric is singular and incomplete at r = 0; we refer to the natural boundary {0} × Z
as the cone point.5

Our main result concerns solutions of the wave equation on the spacetime M◦ = Rt×C(Z),
which is equipped with the Lorentzian metric

g = −dt2 + dr2 + r2k.

We may regard M◦ as the interior of a compact manifold with corners. For clarity, we
first describe this compactification in the (1 + 1)-dimensional setting (i.e., when Z is a single
point). We will return to this familiar example throughout the manuscript as an illustration
of our methods (though of course Theorem 1.1 is trivial in this case).

We compactify Rt×(0,∞)r by stereographic projection to a quarter-sphere S2
++ as depicted

in Figure 1. In other words, the map Rt × (0,∞)r → S2 ⊂ R3 given by

(t, r) 7→ (t, r, 1)√
1 + t2 + r2

sends M◦ to the interior of the quarter-sphere given by

S2
++ = {(z1, z2, z3) ∈ S2 ⊂ R3 | z2 ≥ 0, z3 ≥ 0}.

The quarter-sphere S2
++ is a manifold with corners and has two boundary hypersurfaces

defined by the boundary defining functions z2 and z3. We let cf (or the conic face) be the
hypersurface defined by the function

z2 =
r√

1 + t2 + r2

and we let mf (or the main face) be the face defined by

z3 =
1√

1 + t2 + r2
.

5We regard the conic singularity as being purely metric; we can think of it has having been previously
resolved.
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t

r
cf

mf

R× (0,∞) S2++

Figure 1. The compactification of R× (0,∞) to S2
++

cf

mf

I

cf

mf

II

cf

mf

III

Figure 2. Regions I, II, and III in S2
++

Having defined the smooth structure on this compactification, it is often convenient to
work with other equivalent boundary defining functions in different regions. We define
regions I, II, and III (the shaded regions in Figure 2) as follows: We let region I denote a
fixed neighborhood in S2

++ bounded away from mf; region II is a neighborhood bounded
away from cf; finally, region III is a neighborhood of the corner cf ∩mf. For concreteness,
we can take region I to be given by |t|, r ≤ 10, region II to be r ≥ 2, r ≥ |t|/2, and region
III to be |t| ≥ 2, |t| ≥ r/2.

We now describe several convenient coordinate systems valid in different regions. For
notational convenience, we will always use ρ to denote a defining function for mf and x to
denote a defining function for cf. In region I (where we are bounded away from mf), it is
convenient to take x = r, while in region II (where we are bounded away from cf), we can
take ρ = 1/r. Finally, in region III (which is the source of most of the new technical work in
this document), it is often convenient to take ρ = 1/t and x = r/t. Because polyhomogeneity
is independent of the choice of (equivalent) boundary defining function, we typically use
whichever boundary defining functions are most convenient at the time.

As another way of understanding the smooth structure of the compactification, we also
introduce “almost global” coordinates that are valid away from t = r = 0. We introduce
ρ ∈ [0, 1) and θ ∈ [0, π] defined by

t =
1

ρ
cos θ, r =

1

ρ
sin θ.

One can then take x = sin θ as the defining function for cf. In these “almost global”
coordinates the metric g takes the form

g = − cos 2θ
dρ2

ρ4
− 2 sin 2θ

dθ

ρ

dρ

ρ2
+ cos 2θ

dθ2

ρ2
.

By introducing v = cos 2θ, we have

g = −v dρ
2

ρ4
+
dv

ρ

dρ

ρ2
+

v

4(1− v2)

dv2

ρ2
,
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and so the metric in region II has the same form as the short-range asymptotically Minkowski
metrics introduced by the first author and collaborators [BVW15].

Near the corner (region III), if we instead use ρ = 1/t and x = r/t, the metric has the
form

g = −(1− x2)
dρ2

ρ4
− 2x

dx

ρ

dρ

ρ2
+
dx2

ρ2
.

For the more general case of M◦ = R × C(Z), we take M to be the closure of the image
of M◦ under the map R× (0,∞)× Z → S2 × Z given by

(t, r, z) 7→
(

(t, r, 1)√
1 + t2 + r2

, z

)
.

In other words, we take M = S2
++ × Z to be the compactification of M◦ to a manifold with

corners.
In region I, the metric is the spacetime metric on a conic manifold as was studied by

Melrose–Wunsch [MW04a] (and later by Melrose–Vasy–Wunsch [MVW08]). In region II,
the metric has the form

(11) g = −v dρ
2

ρ4
+
dv

ρ

dρ

ρ2
+

v

4(1− v2)

dv2

ρ2
+

1− v
2

k

ρ2
,

which is again a short-range asymptotically Minkowski metric.
Near the corner (region III), in terms of ρ = 1/t and x = r/t, the metric has the form

(12) g = −(1− x2)
dρ2

ρ4
− 2x

dx

ρ

dρ

ρ2
+
dx2

ρ2
+ x2 k

ρ2
.

This metric is a hybrid of a Lorentzian scattering metric (in that it is built from 1-forms of
the type dρ/ρ2 and α/ρ) and a conic-type metric (in that it degenerates as x→ 0).

Remark 3.1. There are a number of natural extensions to the product cone setting that
require little additional work. All of the results and proofs in this manuscript apply to the
setting where g is a Lorentzian metric on M = S2

++ × Z that is

(1) a spacetime conic metric (so that the results of Melrose–Wunsch [MW04a] apply) in
region I,

(2) a (long-range or short-range) asymptotically Minkowski metric in region II, and
(3) a hybrid in region III. In other words, in region III, we demand that g is built out

of dρ
ρ2

, dx
ρ

, and dz
ρ

and that its leading order behavior as x → 0 (in terms of these

objects) is

−dρ
2

ρ4
+
dx2

ρ2
+ x2 k

ρ2
.

3.1. The radiation field blow-up. In this section we recall from previous work [BVW15,
BVW18] the construction of the manifold with corners on which the radiation field naturally
lives.

Consider the submanifold given by S = {v = ρ = 0} in terms of the almost global
coordinates on M . This submanifold naturally splits into two pieces according to whether
±t > 0 near the component. We denote these two pieces S±. The complement of S in mf
consists of three regions. The region C0 consists of those points in mf where v < 0, while
the region in mf where v > 0 has two components, denoted C± according to whether ±t > 0
nearby.
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S2++ [S2++;S+ ∪ S−]

cf

C+

C0

C−

S+

S−

I+

I−

C+

C0

C−

cf

Figure 3. A schematic view of the radiation field blow-up. The lapse function
s increases along I+ towards C+.

We now blow up S in M by replacing it with its inward pointing spherical normal bundle.6

In the product cone setting, this is equivalent to blowing up a pair of points in S2
++ and then

taking the product with Y . This process replaces M with a new manifold M = [M ;S] on
which polar coordinates around the submanifold are smooth; the structure of this manifold
with corners depends only on the submanifold S (and not on the particular choice of defining
functions v and ρ). The blow-up is equipped with a natural blow-down map M̄ →M , which
is a diffeomorphism on the interior.

The new space M is again a manifold with corners and has six boundary hypersurfaces:
the closure of the lifts of the interiors of C0 and C± to M , which are again denoted by C0

and C±; the lift of cf, again denoted cf, and two new boundary hypersurfaces consisting of
the pre-image of the future and past components of S under the blow-down map. These two
new hypersurfaces are denoted I±. Moreover, I± is naturally a fiber bundle over S± with
fibers diffeomorphic to intervals. Indeed, the interior of the fibers is naturally an affine space
(i.e., R acts by translations, but there is no natural origin). Figure 3 depicts this blow-up
construction. Given v and ρ, the fibers of the interior of I± in M can be identified with
R× Z via the coordinate s = v/ρ.

In our setting, Friedlander’s argument [Fri80, Fri01] shows that for solutions u of �u = 0
with smooth, compactly supported initial data, the restriction

R±[u](s, y) = ρ−
n−1
2 u|I±

is well-defined and smooth. This is Friedlander’s radiation field.7

Friedlander’s argument motivates the definition below of the operator

L = ρ−2−(n−1)/2�gρ
(n−1)/2,

and its reduced normal operator Pσ = N̂(L). Because changing the boundary defining
functions by a smooth non-vanishing multiple changes L and Pσ by an element of Diff1

b, we
freely work with whichever forms of the boundary defining functions are most convenient.
In particular, for the main argument of Section 8 we use coordinates in which the metric
takes the form in equation (11), while in Sections 6 and 7 we use the coordinates in which
the metric has the form (12).

For later reference, we record the forms of the operators in regions II and III. In region
II, using the same coordinates as in the form of the metric there (11), we can record (where

6The reader may wish to consult Melrose’s book [Mel93] for more details on the blow-up construction.
7Note that our definition differs from Friedlander’s by the absence of a derivative.
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throughout we use the notation D = 1
i
∂)

L = v(ρDρ)
2 − 4(1− v2)ρDρDv − 4v(1− v2)D2

v −
2

1− v∆z(13)

− ((n− 1) + (n+ 1)v) iρDρ + 2
(
2− (n− 1)v − (n− 3)v2

)
iDv

− 2

(
n− 1

2

)2

− (n− 1)

(
n+ 3

2

)
v.

We also record the form of Pσ here:

Pσ = −4v(1− v2)D2
v −

2

1− v∆z + 2
(
2− (n− 1)v − (n− 3)v2

)
iDv(14)

− 4(1− v2)σDv + vσ2 − ((n− 1) + (n+ 1)v) iσ

− 2

(
n− 1

2

)2

− (n− 1)

(
n+ 3

2

)
v.

In region III, where the metric has the form in equation (12), we write

(15)
L = (ρDρ + xDx)

2 − ni(ρDρ + xDx)−D2
x + (n−1)i

x
Dx − 1

x2
∆z − n2−1

4
,

Pσ = (xDx + σ)2 − ni(xDx + σ)−D2
x + (n−1)i

x
Dx − 1

x2
∆z − n2−1

4
.

3.2. Broken bicharacteristics. In the main propagation result of Section 6, we require
a small amount of the edge calculus machinery (namely, the bundles and the differential
operators) introduced by Mazzeo [Maz91]. We specialize our description to the specific
setting in which we work, though the calculus applies in much more general settings. For a
more detailed description, we refer the reader to Mazzeo [Maz91]. In an abuse of notation, we
use the term “edge” to refer to objects that behave as edge objects near cf and as b-objects
at mf.

Our use of the edge machinery is limited to a neighborhood of the boundary hypersurface
cf corresponding to the conic singularities. This boundary hypersurface is the total space of
a (trivial) fiber bundle:

Z cf

I

Here I is a compactification of R; t is locally a coordinate on the interior of I, while ρ
provides a coordinate near the boundary of I.

The set of edge-vector fields, denoted Ve, consists of those b-vector fields tangent to the
leaves of the fibration. In local coordinates (ρ, x, z), where x is the boundary defining function
for cf and z is a coordinate along Z, Ve is spanned over C∞ by

x∂x, x(ρ∂ρ), and ∂z.

The Lie algebra Ve is the space of smooth sections of a vector bundle (called the e-tangent
bundle) eTM over M .8

8Strictly speaking, as a global object we are considering a mixed edge-b-tangent bundle, but our results
are essentially local so we do not stress this point.
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We let Diff∗e(M) denote the universal enveloping algebra of Ve(M). An element A ∈
Diffme (M) near cf ∩mf has the form

A =
∑

j+k+|β|≤m

ajkβ(ρ, x, z)(xρDρ)
j(xDx)

kDβ
z ,

where the ajkβ are smooth on M . In region III above, the wave operator is an element of
ρ2x−2 Diff2

e(M); this relationship is exploited below in Section 6.
Canonical coordinates on eT ∗M induced by coordinates (ρ, x, z) are (ρ, x, z, τ, ξ, ζ), which

corresponds to writing covectors as

τ
dρ

xρ
+ ξ

dx

x
+ ζ · dz.

We then obtain a bundle map π : eT ∗M → bT ∗M given in these coordinates by

π(ρ, x, z, τ, ξ, ζ) = (ρ, x, z, τ, xξ, xζ).

In other words, the map π is given by ω 7→ xω, which is an isomorphism eT ∗M → bT ∗M
away from x = 0.

Away from x = 0, the bicharacteristics (geodesics lifted to the b-cotangent bundle) of L are
the integral curves of the b-Hamilton vector field of the b-principal symbol of L. Because
(M, g) is incomplete (owing to the conic singularity in C(Z)), we must clarify what we
mean by bicharacteristics hitting the cone point. The aim of this subsection is to describe
one notion of bicharacteristic flow through the singularity at cf. As we are interested in
wave equations, we restrict our attention to null bicharacteristics, i.e., those lying in the
characteristic set of L.

We start by defining the compressed cotangent bundle by
bṪ ∗M = π(eT ∗M)/Z, π̇ : eT ∗M → bṪ ∗M.

The quotient by Z acts only over the boundary; the topology is given by the quotient
topology. Observe that bṪ ∗cfM can be identified with bT ∗I. More explicitly, in terms of
coordinates (ρ, x, z, τ, ξ, ζ) on eT ∗M , π(eT ∗cfM) is given by points of the form (ρ, 0, z, τ, 0, 0).

After the quotient, ρ and τ provide coordinates on bṪ ∗∂MM .

Observe that x2L ∈ Diff2
e(M); near mf ∩ cf, its edge-principal symbol is

σe(x
2L) = (τ + xξ)2 − ξ2 − |ζ|2 − x2n

2 − 1

4
.

In an abuse of notation (but following Melrose–Vasy–Wunsch [MVW08, Section 7]), we
can introduce

π(eS∗M) = (π(eT ∗M) \ 0) /R+ ⊂ bS∗M,

π̇(eS∗M) = (π̇(eT ∗M) \ 0) /R+ ⊂ bṠ∗M,

where bS∗M and eS∗M are quotients of their respective cotangent bundles by the natural
scaling action and bṠ∗M = bS∗M/Z.

Because cf is noncharacteristic, nonzero covectors in the edge-characteristic set of x2L are
mapped to nonzero covectors by π and π̇. We can thus define the compressed characteristic
set

Σ̇ = π̇(Σ),

where Σ ⊂ eS∗M is the edge-characteristic set of x2L. Over x = 0, Σ̇ = bṠ∗{x=0}M .
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Just as in Melrose–Vasy–Wunsch [MVW08, Section 7], we define the hyperbolic subset of
π(eS∗cfM) by

H = {q ∈ π(eS∗cfM) : #
(
π−1(q) ∩ Σ

)
≥ 2}.

Observe that in fact H = π(eS∗cfM) and so there is no need to define the elliptic or glancing

parts of this set. The cooresponding set in bṠ∗cfM is given by

Ḣ = H/Z.
For a general definition of generalized broken bicharacteristics, we refer to Melrose–Vasy–

Wunsch [MVW08, Definition 7.5]. In the present context, they can instead be described
more simply. Away from cf, they consist of lifts of maximally extended light-like geodesics
to bS∗M (or, alternatively, to eS∗M). Near the cone points, they are concatenations of
bicharacteristics that are continuous as functions to Σ̇.

In particular, near cf, the generalized broken bicharacteristics are concatenations of (lifts
of) light-like geodesics entering and exiting the same conic singularity; the continuity con-
dition requires only that they enter and leave “at the same time” (i.e., the ρ-coordinates
agree) and with the same “time momentum” (i.e., the same value of τ). More precisely, a
simple ODE analysis shows that null bicharacteristics enter eS∗cfM with coordinates

(ρ0, 0, z0, τ0, ξ0, 0),

where τ 2
0 = ξ2

0 . These bicharacteristics then leave eS∗cfM from the point

(ρ0, 0, z1, τ0,−ξ0, 0),

where z1 ∈ Z.9

4. Pseudodifferential operators

We may now describe the spaces of b-pseudodifferential operators we employ. In the bulk
M , we rely on the homogenous b-calculus associated to a manifold with corners. On X = mf
we use the semiclassical b-calculus on a manifold with boundary.

4.1. The homogeneous b-calculus. We now briefly describe the spaces Ψm
b , Ψm

b∞, and

Ψm,`
b of b-pseudodifferential operators on M . Rather than provide detailed definitions and

proofs, we instead provide a list of their properties and refer the reader to Melrose’s unpub-
lished book [Mel96] and Vasy’s paper [Vas08] for details.

Our discussion in this section is specialized to a neighborhood of mf∩cf (region III) in M ;
the relevant results in region I can be quoted, while the results in region II can be recovered
by assuming that x is bounded away from 0.

The space of b-pseudodifferential operators Ψ∗b(M) is the “quantization” of the Lie algebra
Vb(M) and formally consists of operators of the form

b (ρ, x, z, ρDρ, xDx, Dz) ,

where b is a classical symbol (i.e., it is smooth on bT ∗M and has an asymptotic expansion
in increasing powers of ν). In terms of coordinates (ρ, x, z) near the corner mf ∩ cf, we may

9In other words, the direction in which the bicharacteristic leaves the cone point has no relation to the
direction in which it entered. In the parlance of Melrose–Wunsch [MW04b], these are the “diffractive”
bicharacteristics.
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write an explicit quantization of the symbol b by

Op(b)u(ρ, x, z) =
1

(2π)n+1

∫ ∫
ei(ρ−ρ

′)τ+i(x−x′)ξ+i(z−z′)·ζφ

(
ρ− ρ′
ρ

)
φ

(
x− x′
x

)
ψ(z)

· b(ρ, x, z, ρτ , xξ, ζ)u(ρ′, x′, z′) dτ dξ dζ dρ′ dx′ dz′,

where φ ∈ C∞c ((−1/2, 1/2)) is identically 1 near 0, ψ localizes to a region where the local
coordinates on z are valid, and the integrals in ρ′ and x′ are over [0,∞).

We further define a multi-filtered algebra Ψm,`
b (M) = ρ−`Ψm

b (M). Thus the index ` refers
only to the filtration in ρ; any filtration in x will be made more explicit in the text in later
sections.

Similar to the results from Melrose–Vasy–Wunsch [MVW08], for our regularization argu-
ments in Section 6 we require a slightly larger algebra we call Ψ∗b∞(M). It is defined in
the same way but with symbols satisfying Kohn–Nirenberg estimates (rather than having
complete asymptotic expansions).

The algebra Ψm,`
b (M) satisfies the following properties:

i. If A ∈ Ψm,`
b (M) (or Ψm,`

b∞), then A defines continuous maps A : ˙C∞(M) → ˙C∞(M) and
A : C−∞(M)→ C−∞(M).

ii. The principal symbol of a b-differential operator extends continuously to give a map

σb,m,` : Ψm,`
b (M)→ ρ−`C∞(bS∗M).

The principal symbol map is multiplicative, i.e., σ(AB) = σ(A)σ(B).
In the case of Ψm

b∞, the principal symbol takes values in the quotient space

Sm(bT ∗M)/Sm−1(bT ∗M),

which in the case of classical symbols can be identified with C∞(bS∗M).

The principal symbol captures the top order behavior of elements of Ψm,`
b (M). In

other words, the following sequence is exact:

0→ Ψm−1,`
b (M)→ Ψm,`

b (M)→ ρ−`C∞(bS∗M)→ 0.

(In the case of Ψb∞, the latter space must be replaced by the quotient Sm/Sm−1.)

iii. There is a quantization map Opb : ρ−`Sm(bT ∗M)→ Ψm,`
b (M) so that

σb,m,`(Opb(a)) = a

as an element of ρ−`Sm(bT ∗M)/ρ−`Sm−1(bT ∗M). A similar statement holds for Ψb∞
when the symbol space only satisfies Kohn–Nirenberg estimates.

iv. The algebras Ψm,`
b and Ψm

b∞ are closed under adjoints, and

σ(A∗) = σ(A).

v. If A ∈ Ψm,`
b (M) and B ∈ Ψm′,`′

b (M), then [A,B] = AB −BA ∈ Ψm+m′−1,`+`′

b (M) and

σb,m+m′−1,`+`′ (i[A,B]) = {σ(A), σ(B)} ,
where the right hand side denotes the Poisson bracket induced by the symplectic struc-
ture on bT ∗M .

vi. Elements of Ψ0
b(M) are bounded on L2. In particular, given A ∈ Ψ0

b(M), there is an
A′ ∈ Ψ−1

b (M) so that

‖Au‖L2 ≤ 2 sup |σ(A)| ‖u‖L2 + ‖A′u‖L2 .
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We further require the notion of a basic operator (reintroduced below in Section 6). As
in Melrose–Vasy–Wunsch [MVW08, Section 9], we say a symbol a ∈ C∞(bT ∗M) is basic
if it is constant on the fibers above bṪ ∗M , i.e., in terms of local coordinates ∂za = 0 at
{x = 0, ξ = 0, ζ = 0}. The quantization of such a symbol is also called basic.

We now recall from Melrose–Vasy–Wunsch [MVW08, Lemma 8.6] how the b-calculus in-
teracts with 1/x, Dx and 1

x
Dzj .

Lemma 4.1 (cf. [MVW08, Lemma 8.6]). If A ∈ Ψm
b (M), then there are B ∈ Ψm

b (M) and
C ∈ Ψm−1

b (M) depending continuously on A so that

i[Dx, A] = B + CDx,

with σ(B) = ∂x(σ(A)) and σ(C) = ∂ξ(σ(A)).

In particular, given C = i[1/x,A]x, we have C ∈ Ψm−1
b (M) and

σm−1(C) = Hx−1σ(A) = ∂ξσ(A).

If, in addition, A is a basic operator, then

i

[
1

x
Dzj , A

]
= Bj + CjDx +

∑
k

Ejk
1

x
Dzk +

1

x
Fj,

with Bj ∈ Ψm
b (M), Cj, Ejk, Fj ∈ Ψm−1

b (M) depending continuously on A, and

∂zj(σ(A)) + ζ
k
∂ξ(σ(A)) = xσ(Bj) + ξσ(Cj) +

∑
k

ζ
k
σ(Ejk).

4.2. The semiclassical b-calculus. In this section we briefly describe some properties sat-
isfied by the semiclassical b-calculus Ψ∗b(X) described by Gannot–Wunsch [GW18, Section 3].
We refer to that paper for details. Throughout this section we assume X is an n-dimensional
manifold with boundary.10

An explicit quantization procedure on Rn
+ = [0,∞)×Rn−1 is given by fixing φ ∈ C∞c ((−1/2, 1/2))

so that φ(s) = 1 near s = 0. Given a ∈ Smh (bT ∗Rn
+), define Opb,h(a) by

Opb,h(a)u(x, z) =
1

(2π)n

∫
e
i
h((x−x′)ξ+(z−z′)·ζ)φ

(
x− x′
x

)
a(x, z, xξ, ζ)u(x′, z′) dξ dζ dx′ dy′.

As in the homogeneous case, the space of semiclassical b-pseudodifferential operators on
X satisfies the following properties:

i. Each A ∈ Ψb,h(X) maps ˙C∞(X)→ ˙C∞(X) and C−∞(X)→ C−∞(X).
ii. There is a principal symbol map σb,h : Ψm

b,h(X)→ Sm(bT ∗X)/hSm−1(bT ∗X) so that the
sequence

0→ hΨm−1
b,h (X)→ Ψm

b,h(X)→ Sm(bT ∗X)/hSm−1(bT ∗X)→ 0

is exact. Moreover, this map is multiplicative.
iii. There is a (non-canonical) quantization map Opb,h : Sm(bT ∗X) → Ψm

b,h(X) so that if

a ∈ Sm(bT ∗X) then

σ(Opb,h(a)) = a

as an element of Sm(bT ∗X)/hSm−1(bT ∗X).

10We employ the semiclassical calculus only on mf, accounting for the shift in dimension.
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iv. The algebra Ψ∗b,h(M) is closed under adjoints (with repsect to a fixed density on X) and

σ(A∗) = σ(A).

v. If A ∈ Ψm
b,h(X) and B ∈ Ψm′

b,h(X), then [A,B] ∈ hΨm+m′−1
b,h (X) and has principal symbol

σ

(
i

h
[A,B]

)
= {σ(A), σ(B)} ,

where the Poisson bracket is taken with respect to the symplectic structure on bT ∗X.
vi. Each A ∈ Ψ0

b,h(X) extends to a bounded operator on L2 and there exists A′ ∈ Ψ−∞b,h (X)
so that

‖Au‖L2 ≤ 2 sup |σ(A)| ‖u‖L2 +O(h∞) ‖A′u‖L2

for each u ∈ L2.

As in the homogeneous setting, we define a basic operator to be the quantization of a
symbol a with ∂za = 0 at {x = 0, ξ = 0, ζ = 0}. We also use the semiclassical analogue of
Lemma 4.1, with proof essentially identical to the proof in the homogeneous setting.

Lemma 4.2 (cf. [MVW08, Lemma 8.6] and [GW18, Lemma 3.6]). If A ∈ Ψm
b,h(X) has

compact support in a coordinate patch, there are B ∈ Ψm
b,h(X) and C ∈ Ψm−1

b,h (X) so that

i

h
[hDx, A] = B + C(hDx)

with σ(B) = ∂xσ(A) and σ(C) = ∂ξσ(A).

In particular, given C = i[1/x,A]x, we have C ∈ Ψm−1
b (M) and

σm−1(C) = Hx−1σ(A) = ∂ξσ(A).

If, in addition, A is a basic operator, then

i

h

[
h

x
Dzj , A

]
= Bj + Cj(hDx) +

∑
k

Ejk
h

x
Dzk +

h

x
Fj

with Bj ∈ Ψm
b,h(X), Cj, Ejk, Fi ∈ Ψm−1

b,h (X) and

∂zjσ(A) + ζ
k
∂ξσ(A) = xσ(Bj) + ξσ(Cj) +

∑
k

ζ
k
σ(Ejk).

5. Function spaces and wavefront sets

5.1. b-Sobolev spaces. We start by defining the “standard” b-Sobolev spaces on M and
X, referring the reader to other references for more details.

Here and throughout the paper we fix a “b-density”, which is a non-vanishing density
that, near the codimension 2 corner mf ∩ cf has the form

f(ρ, x, z)

∣∣∣∣dρρ dx

x
dz

∣∣∣∣
where f is smooth and positive everywhere (down to the corner). We define L2

b(M)to be the
space of functions on M that are square-integrable with respect to this (fixed) density. We
use Hm

b (M) to denote the Sobolev space of order m relative to the function space L2
b(M)

and the algebras Diffmb (M) and Ψm
b (M). In particular, for m ≥ 0, if A ∈ Ψm

b (M) is any
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fixed elliptic operator, then u ∈ Hm
b (M) if and only if u ∈ L2

b(M) and Au ∈ L2
b(M).11 For

m < 0, the space Hm
b (M) is defined as the dual space of H−mb (M) with respect to the L2

b(M)
pairing. For ` = (`1, . . . , `r), we let

Hm,`
b (M) = ρ`11 . . . ρ

`r
r H

m
b (M)

denote the corresponding weighted spaces. A similar definition (with a similarly defined
density) applies to characterize the space Hm

b (X).

The spaces H∞,`b are the spaces of distributions conormal to the boundary (possibly with
different boundary weights). These conormal spaces can be characterized without reference

to microlocal methods by the iterated regularity condition: a function u lies in H∞,`b (M) if
and only if for all N and all V1, . . . , Vn ∈ Vb(M),

V1 . . . VNu ∈ ρ`L2
b(M).

5.2. Domains. Although in the previous section we defined Sobolev spaces relative to a b-
density, the proofs of the propagation statements in Section 6 below more naturally employ
a density associated to the conic structure of the problem, i.e., the density associated to the
(Lorentzian) metric ρ2g, which in local coordinates has the form

xn−1
√
k

ρ
dρ dx dz.

The L2 space defined by this density is the one used in the definition of the Friedrichs
extensions of our various operators.

We now characterize the domains of the operators (defined above in equation (15)) L and
Pσ in region III (and its restriction to X = mf). In our propagation theorem in the “bulk”
(Section 6), the domain of L provides the background with respect to which we measure
regularity. In the semiclassical regime (Section 7) the propagation of semiclassical wavefront
set is measured with respect to the domain of Pσ (or, rather, its semiclassical analogue).

The domain of ∆ on C(Z) informs our understanding of the domain of L on M as well as
the domain of Pσ on X = mf. We let D denote the Friedrichs domain of the Laplacian on
C(Z) and D′ the domain of ∆−1/2 so that ∆ : D → D′. In other words, D is the closure of

˙C∞((0,∞)×Z) with repsect to the quadratic form ‖du‖2 + ‖u‖2. (Here both norms are the
L2 norm with respect to the conic metric.) We recall now a central result concerning this
domain.

Lemma 5.1 ([MVW08, Lemma 5.2]). If dimZ > 1, then there is some C so that for all
v ∈ ˙C∞((0,∞)× Z), ∥∥x−1v

∥∥2
+
∥∥x−1Dzv

∥∥2
+ ‖Dxv‖2 ≤ C ‖v‖2

D .

When the dimension of Z is 1, i.e., when the link is a circle, then this Lemma is false.
Modifications similar to those used by Melrose–Vasy–Wunsch [MVW08, Section 10] allow us
to recover the propagation results of Sections 6 and 7.

The domain of L is induced by the domain D above and is denoted D̃. The analogue of

D′ we denote D̃′. Because L is essentially the D’Alembertian for the metric ρ2g, we measure

11If m is a positive integer, Hm
b can be characterized in terms of Diffmb (M). A characterization for other

values of m then follows by interpolation and duality.
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size with respect to this Lorentzian metric. In particular, we may take as a representative
of this norm

‖u‖2
D̃ = ‖du‖2

L2(ρ2g) + ‖u‖2
L2(ρ2g) ,

where du now denotes the differential on M . In particular, the D̃ norm controls the L2

norms of ρDρu, Dxu, and x−1Dzu. As solutions of wave equations do not typically lie in

L2 in time, we also use the “weighted domains”, denoted ρ−`D̃, which consist of those u for

which v = ρ`u ∈ D̃. The ρ−`D̃ norm of u is defined to be the D̃ norm of ρ`u.

On M , one of the main uses for the domain D̃ is as the background with respect to which
we measure regularity. To that end, for fixed ` ∈ R and m ≥ 0, we define the finite order

conormal space Hm,`

b,D̃
(M) to consist of those u ∈ ρ`D̃ with Au ∈ ρ`D̃ for some elliptic A ∈ Ψm

b .

In other words, Hm,`

b,D̃
consists of distributions conormal to cf of finite order m relative to

ρ`D̃. These spaces do not depend on the choice of A (as in the work of Vasy [Vas08, Remark
3.6]).

On the boundary X = mf, we characterize the domain of Pσ near the conic singularity.
As Pσ differs from −∆ by an element of Diff2

b, Lemma 5.1 applies to Pσ as well, so in an
abuse of notation we use D to denote the domain of Pσ as well.

The main propagation result of Section 7 is semiclassical, so we introduce a rescaled version
of the domain norm, denoted Dh associated to the operator Ph = h2Pσ, where h = |σ|−1.
For u supported near ∂X, this norm is given by

‖u‖2
Dh = ‖h du‖2 + ‖u‖2,

where the L2 norms are taken with respect to the conic metric dx2 +x2k near the cone point
on X.12 As in Lemma 5.1, the Dh norm controls the L2 norms of hDxu and hx−1Dzu. The
dual of Dh we again denote D′h.

It is worth pointing out that the characterization of domains stemming from Lemma 5.1
shows that if χ ∈ C∞c localizes near mf ∩ cf, then the map u 7→ χu, viewed as a map
from the domain to L2 (with respect to the relevant metric) is compact. By duality, the
corresponding map from L2 to the dual of the domain is also compact. This observation is
used in the Fredholm statement proved in Section 7. When dimZ = 1, the characterization
of the Friedrichs domain given by Melrose–Wunsch [MW04a, Proposition 3.1] also shows the
compactness of these inclusions.

As we aim eventually to reduce problems on M to problems on the boundary hypersurface
X = mf, we record the following lemma relating the two domains. The proof of the lemma

with D̃ replaced by a Sobolev space Hk is standard; the proof for D̃ proceeds identically.

Lemma 5.2 (cf. [BVW15, Lemma 2.3]). If u ∈ ρ−`D̃ and χ ∈ C∞(R), then the Mellin trans-
form in ρ of χ(x)u is a holomorphic function for Imσ > ` taking values in L∞ImσL

2
<σ(R<σ;D).

5.3. Variable order Sobolev spaces. As in the prequels [BVW15, BVW18], we wish in
Section 7 to propagate regularity from S− to S+ in X = mf. In order to do this, the family w̃σ
must be more regular than a threshold regularity at S− and less regular than the threshold
at S+. Because the two thresholds are equal, we employ variable-order Sobolev spaces.

We therefore must define a smooth regularity function s : bS∗mf → R. The characteristic
set of Pσ in bS∗mf has two components Σ±; the integral curves of the Hamilton flow in Σ±

12In fact, Pσ is a rescaled conjugate of the Laplacian on a hyperbolic cone, but we do not need to exploit
this fact here.
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tend to S± as the parameter tends to +∞. The sets Λ± = N∗S± ⊂ bS∗mf are the radial
sets at future/past infinity, respectively.

We fix a future regularity function sftr : bS∗mf → R satisfying the following:

i. sftr is constant near Λ± and sftr ≡ 1 in a neighborhood of the conic singularity ∂mf;
ii. Away from ∂mf, sftr is decreasing along the Hp-flow on Σ+ and increasing on Σ−;
iii. sftr is less than the threshold exponent on Λ+ and greater than the threshold exponent

on Λ−.

By increasing sftr near Λ− (or decreasing it near Λ+), we can arrange that 1 lies between
sftr|Λ+ and sftr|Λ− that the second and third requirements are compatible with the first.

Note that sftr is implicitly a function of σ; the thresholds at Λ± are also σ-dependent.
Indeed, as in the previous paper [BVW15, Section 5], the thresholds are given by

1

2
+ Imσ.

We further define s∗past = −sftr + 1. With these functions in hand, we can define (as

in [BVW15, Appendix A]) the variable order Sobolev spaces Hsftr and Hs∗past away from the
conic singularity ∂mf. Recall that the standard hyperbolic propagation estimates still hold,
provided that the order is decreasing along the flow.

We now fix a partition of unity φ, 1 − φ ∈ C∞ so that φ is supported near the conic
singularities ∂mf where s = 1, and 1− φ = 0 in a neighborhood of ∂mf. We now define the
spaces

Ysftr−1 = {u = (1− φ)u1 + φu2 : u1 ∈ Hsftr−1, u2 ∈ L2},
Ys∗past−1 = {u = (1− φ)u1 + φu2 : u1 ∈ Hs∗past−1, u2 ∈ D′},

where we have abused notation slightly – the spaces Ysftr−1 and Ys∗past−1 differ by how they
look near the conic singularity. As sftr = 1 near the cone points, Y sftr−1 should behave like
L2 there; s∗past = 0 near the cone point, so Y s∗past−1 should stand in for H−1 there. We equip
these two spaces with the norms

‖u‖2
Ysftr−1 = ‖(1− φ)u‖2

Hsftr−1 + ‖φu‖2
L2 ,

‖u‖2

Ys
∗
past−1 = ‖(1− φ)u‖2

H
s∗past−1 + ‖φu‖2

D′ .

To define the semiclassical versions of the norms, we replace the Sobolev part of the norm
with a semiclassical Sobolev norm and replace the D′ part of the norm with the D′h norm.

We now define the X spaces, again relying on the localizer φ:

X sftr = {u = (1− φ)u1 + φu2 : u1 ∈ Hsftr , u2 ∈ D, Pσu ∈ Ysftr−1},
X s∗past = {u = (1− φ)u1 + φu2 : u1 ∈ Hs∗past , u2 ∈ L2, Pσu ∈ Ys

∗
past−1}.

Note first that we have abused notation in the same way as in the definitions of the Y spaces.
Observe also that the condition on Pσu in the definition of the X spaces is independent of
σ, as Pσ1 − Pσ2 ∈ Diff1

b (or Diff1
b,h in the semiclassical setting). The norms on these spaces

are given by

‖u‖2
X sftr = ‖(1− φ)u‖2

Hsftr + ‖φu‖2
D + ‖Pσu‖2

Ysftr−1 ,

‖u‖2

X s
∗
past

= ‖(1− φ)u‖2

H
s∗past + ‖φu‖2

L2 + ‖Pσu‖2

Ys
∗
past−1 ,

with the semiclassical analogues obtained in the same way as for the Y spaces.
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Observe that with our choices of sftr and s∗past, the dual of Ysftr−1 is the space of distri-

butions of the form φu1 + (1 − φ)u2, where u1 ∈ Hs∗past and u2 ∈ L2. Similarly, the dual of
Ys∗past−1 consists of those distributions φu1 + (1− φ)u2 with u1 ∈ Hsftr and u2 ∈ D.

5.4. Wavefront sets. In this subsection we describe our microlocal characterization of reg-
ularity, the wavefront set. We define the notion only for the problem on the bulk M . Though
it would be natural to define similar (homogeneous and semiclassical) notions on X = mf,
the new propagation estimates are directly stated in terms of operators and so we avoid
introducing definitions on X.

Definition 5.3. Let u ∈ Hs,r

b,D̃
for some s, r ∈ R and s ≥ 0 (so that u ∈ D̃) and let m ≥ 0.

We say q ∈ bT ∗M \ 0 is not in WFm,`
b,D̃

(u) if there is some A ∈ Ψm,`
b (M) elliptic at q so that

Au ∈ D̃.
For m =∞, we say q is not in WF∞,`

b,D̃
(u) if there is some A ∈ Ψ0

b so that Au ∈ H∞,`
b,D̃

.

Because this notion of wavefront set is only defined for u ∈ ⋃s≥0,r∈RH
s,r

b,D̃
, we call these

distributions D̃-admissible. Given an operator A ∈ Ψb(M), we also will use a notion of
operator wavefront set, WF′b(A), where we have WF′b(A) ⊂ bṠ∗M , with properties as in
[MVW08, Section 3].

That there are non-trivial elements in this class follows immediately by energy conservation
(indeed, polynomially growing energy estimates would suffice).

Lemma 5.4. If u is the forward solution of Lu = f , where f ∈ C∞c (M◦), then there is some

` ∈ R so that u ∈ ρ−`D̃.

6. Propagation of singularities in the bulk

The main aim of this section is to show that if u ∈ ρ`D̃ satisfies Lu ∈ C∞c , u ≡ 0 for
t < 0, then u ∈ Hs,γ

b,D̃
for some s and γ. As in previous work [BVW15, Section 4], the same

argument can be augmented to show that in fact u possesses iterated regularity under the
module generated by ρ∂ρ, ρ∂v, v∂v, and ∂z.

Throughout this section we use Qj to denote those first-order differential operator we
encounter that are not in Ψ1

b. In particular, we set Q0 = 1/x, Q1 = Dx, and Qj = 1
x
Dzj for

local coordinates z2, . . . , zn on Z.
The results of the previous work [BVW15, Section 4] apply here away from x = 0; the

propagation of singularities results of Melrose–Wunsch [MW04a] establish the result away
from ρ = 0. We must thus only show the following two propositions:

Proposition 6.1 (cf. [MVW08, Proposition 8.10 and Theorem 8.11]). If u ∈ ρ`D̃ then, in
a neighborhood of mf ∩ cf ,

WFm,`
b,D̃

(u) ⊂WFm−1,`

b,D̃
(Lu) ∪ π̇(eS∗M) and WFm,`

b,D̃
(u) \WFm,`

b,D̃
(Lu) ⊂ Σ̇.

In particular, if Lu ∈ C∞c (M), then WFs,`
b,D̃

(u) ⊂ Σ̇ for all s.

Proposition 6.2 (cf. [MVW08, Theorem 9.7]). Suppose u is an admissible solution of Lu =
f ∈ C∞c (M), and suppose that U ⊂ Σ̇ is a neighborhood of q0 ∈ Ḣ. Then

U ∩ {−ξ̂ < 0} ∩WFs,`(u) = ∅ =⇒ q0 /∈WFs,`
b,D̃

(u),



22 D. BASKIN AND J.L. MARZUOLA

where we note that away from x = 0, WFs,`
b,D̃

u = WFs,` u.

Taken together, Propositions 6.1 and 6.2 establish the diffractive theorem (cf. [MVW08,
Theorem 9.12]):

Theorem 6.3. If u ∈ ρ`D̃ and Lu ∈ C∞c , then near cf ∩mf,

WFb,D̃(u) ⊂ Σ̇

is a union of maximally extended generalized broken bicharacteristics of L in Σ̇.

Away from the cone points, exactly the same estimates as in the previous work [BVW15,
Section 4] apply, so Theorem 6.3 yields the following corollary:

Corollary 6.4. If u ∈ ρ`D̃ satisfies Lu ∈ C∞c and u ≡ 0 for t < 0, then there are s, γ ∈ R
with s + ` < 1/2 so that u ∈ Hs,γ

b,D̃
. Moreover, u possesses module regularity with respect to

this space.

The rest of this section is devoted to the proofs of Propositions 6.1 and 6.2.

6.1. Elliptic regularity. Throughout this subsection and the next, we work only near
mf ∩ cf and assume all operators and distributions are localized in a fixed neighborhood
near this set. In particular, we always assume we are localized to a region with x ≤ 1/4.
As mentioned earlier, we abuse notation and use the symbol Diffe to denote differential
operators that are edge-like at cf (i.e., in x) and otherwise b-like at mf (i.e., in ρ). We
measure L2 with respect to the density for the metric ρ2g; in local coordinates this has the
form

xn−1
√
k

ρ
dρ dx dz.

With respect to this density, we observe that L has the following form:

L = (ρDρ + xDx)
∗(ρDρ + xDx)−D∗xDx − (

1

x
∇z)

∗(
1

x
∇z)−

n2 − 1

4
.

As in the work of Melrose–Vasy–Wunsch [MVW08], we set

x−k Diffke Ψm
b ⊂ x−kΨk+m

b

to be the span of the products QA with Q ∈ x−k Diffke and A ∈ Ψm
b . It is also generated by

the products AQ and so the union ⋃
k,m

x−k Diffke Ψm
b

is a bigraded ring closed under adjoints with respect to any b-density.
Following the notation of [MVW08], we say a symbol a ∈ C∞(bT ∗M) is basic if it is

constant on the fibers above bṪ ∗M , i.e., in terms of local coordinates, ∂za = 0 at {x = 0, ξ =
0, ζ = 0}. An operator with such a symbol is also called basic.

The main elliptic estimate follows from the following two lemmas:

Lemma 6.5 (cf. [MVW08, Lemma 8.8]). Suppose that K ⊂ U ⊂ bS∗M with K compact
and U open, and suppose further that A = {Ar ∈ Ψs−1

b : r ∈ (0, 1]} is a basic family bounded

in Ψs
b∞ with WF′b(A) ⊂ K. Then there are G ∈ Ψ

s−1/2
b and G̃ ∈ Ψ

s+1/2
b with WF′b(G),
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WF′b(G̃) ⊂ U , and C0 > 0 so that for all r ∈ (0, 1] and u ∈ D̃ with WF
s−1/2

b,D̃
(u) ∩ U = ∅,

WF
s+1/2

b,D̃
(Lu) ∩ U = ∅, we have∣∣∣∣∣

∫ (
|dx,zAru|2 +

n2 − 1

4
|Aru|2 − |(ρ∂ρ + x∂x)u|2

)
xn−1
√
k

ρ
dρ dx dz

∣∣∣∣∣
≤ C0

(
‖u‖2

D̃ + ‖Gu‖2
D̃ + ‖Lu‖2

D̃′ +
∥∥∥G̃Lu∥∥∥2

D̃′

)
.

Lemma 6.6 (cf. [MVW08, Lemma 8.9]). With the same hypotheses as in Lemma 6.5, there

are G ∈ Ψ
s−1/2
b and G̃ ∈ Ψs

b with WF′b(G), WF′b(G̃) ⊂ U and C0 > 0 so that for all ε > 0,

and u ∈ D̃ with WF
s−1/2

b,D̃
(u) ∩ U = ∅ and WFs

b,D̃(Lu) ∩ U = ∅, we have∣∣∣∣∣
∫ (
|dx,zAru|2 +

n2 − 1

4
|Aru|2 − |(ρ∂ρ + x∂x)u|2

)
xn−1
√
k

ρ
dρ dx dz

∣∣∣∣∣
≤ ε

(
‖dx,zAru‖2

L2 + ‖ρ∂ρAru‖2
L2

)
+ C0

(
‖u‖2

D̃ + ‖Gu‖2
D̃ + ε−1 ‖Lu‖2

D̃′ +
∥∥∥G̃Lu∥∥∥2

D̃′

)
.

Proof. By the hypothesis on u, we know Aru ∈ D̃ for r ∈ (0, 1], so we have that

〈LAru,Aru〉 = ‖(ρ∂ρ + x∂x)u‖2
L2 − ‖∂xAru‖2

L2 −
∥∥∥∥1

x
∇kAru

∥∥∥∥2

L2

− n2 − 1

4
‖Aru‖L2 .

The proofs of these two lemmas are now identical to the ones given by Melrose–Vasy–
Wunsch [MVW08] with ∂t replaced by ρ∂ρ + x∂x. �

At this stage we record a corollary that will be useful in the next subsection:

Corollary 6.7. Under the hypotheses of Lemma 6.6, we can estimate the domain norm of
Aru by

‖Aru‖D̃ ≤ C
(
‖u‖D̃ + ‖Gu‖D̃ + ‖Lu‖D̃′ +

∥∥∥G̃Lu∥∥∥
D̃′

+ ‖(ρ∂ρ + x∂x)Aru‖L2

)
.

In particular, this corollary allows us to replace factors of Qi with the b-differential oper-
ator ρ∂ρ + x∂x at the cost of the terms on the right side of Lemma 6.6.

The proof of Proposition 6.1 further yields another useful corollary:

Corollary 6.8. Under the hypotheses of Lemma 6.6, if we further suppose that WF′b(A) ∩
Σ̇ = ∅, then

‖Aru‖D̃ ≤ C
(
‖u‖D̃ + ‖Gu‖D̃ + ‖Lu‖D̃′ +

∥∥∥G̃Lu∥∥∥
D̃′

)
.

Proof of Proposition 6.1. The proposition follows by the same argument as in Melrose–Vasy–
Wunsch [MVW08, Proposition 8.10] with ∂t replaced by ρ∂ρ + x∂x. Because the proof
simplifies a bit in our setting, we sketch it here.

Suppose q ∈ bS∗M \ π̇(eS∗M). We assume inductively that q /∈WF
s−1/2,`

b,D̃
(u) and need to

show that q /∈WFs,`
b,D̃

(u). Let A ∈ Ψs,`
b be basic and such that

i. WF′b(A) ∩WF
s−1/2,`

b,D̃
(u) = ∅,

ii. WF′b(A) ∩WFs,`
b,D̃

(Lu) = ∅, and
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iii. WF′b(A) is a subset of a small neighborhood U of q on which 1 < C(ξ̂
2

+ |ζ̂|2).

We now introduce Λr ∈ Ψ−2
b for r > 0 with symbol (1 + r(τ 2 + ξ2 + |ζ|2))−1 so that Λr

are uniformly bounded in Ψ0
b and Λr → Id as r → 0. We set Ar = ΛrA so that for r > 0 we

have

σ(Ar) =
a

1 + r(τ 2 + ξ2 + |ζ|2)

and Arρ
` and ρ−`u satisfy the hypotheses of the previous lemma.

If A is supported in x < δ, then

δ−2 ‖x∂xAru‖2
L2 ≤ ‖∂xAru‖2

L2 ,

δ−2
∥∥∂zjAru∥∥2

L2 ≤
∥∥∥∥1

x
∂zjAru

∥∥∥∥2

L2

.

Near q, for δ > 0 sufficiently small, we define and observe

I =
1− ε
2δ2

(
‖x∂xAr‖2 +

∑
j

∥∥∂zjAru∥∥2

)
− (1 + ε)‖(ρ∂ρ + x∂x)Aru‖2

= ‖BAru‖2 + 〈FAru,Aru〉,
where B ∈ Ψ1

b, F ∈ Ψ1
b, and the symbol of B is given by

σ(B) = (((1− ε)/2δ2)(ξ2 + |ζ|2)− (1 + ε)(τ + ξ)2)1/2

(and is therefore elliptic on U for small enough δ and ε). Because F is order 1 and Ar ∈ D̃,
the second term is uniformly bounded in r.

By the previous lemma, we know that the difference

‖∂xAru‖2 +

∥∥∥∥1

x
∇kAru

∥∥∥∥2

+
n2 − 1

4
‖Aru‖2 − ‖(ρ∂ρ + x∂x)u‖2 − ε‖dAru‖2

is uniformly bounded in r. This is bounded below by

I +
1− ε

2

(
‖∂xAru‖2 +

∥∥∥∥1

x
∇kAru

∥∥∥∥2
)
,

and so we deduce that

1− ε
2

(
‖∂xAru‖2 +

∥∥∥∥1

x
∇kAru

∥∥∥∥2
)

+ ‖BAru‖2

is uniformly bounded. Extracting weak limits shows that dAu ∈ L2 and proves the proposi-
tion. �

6.2. Hyperbolic propagation. The aim of this section is to prove Proposition 6.2. We
establish the proposition by a positive commutator estimate; the positivity we seek arises
from

ξ̂ =
1

|τ |ξ.
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Indeed, for p0 = σ(L), the Hamilton vector field of p0 satisfies

1

2
Hp0(−ξ̂) =

1

|τ |

(
ξ2

x2
+
|ζ|2
x2

)
.

We follow Melrose–Vasy–Wunsch [MVW08] (which itself closely mirrors Vasy [Vas08]) in
this section. First, we define the two auxiliary functions

ω = x2 + |ρ− ρ0|2

and

φ = −ξ̂ +
1

β2
δω.

As long as we assume ρ < 1 and that ω < δ, we can bound

1

|τ |Hp0ω = O

√ω( ξ̂2

x2
+
|ζ̂|2
x2

+ 1

)1/2
 .

In fact, the ζ̂ term is unnecessary, but we include it as it does no harm.
We now fix χ0 ∈ C∞(R) supported in [0,∞) with χ0(s) = exp(−1/s) for s > 0 so that

χ′0(s) = s−2χ0(s). Take χ1 ∈ C∞(R) supported in [0,∞) to be equal to 1 on [1,∞) and
so that χ′1 ≥ 0 is compactly supported in (0, 1). Finally, for a given c1, take χ2 ∈ C∞c (R)
supported in [−2c1, 2c1] and identically 1 on [−c1, c1]. We insist as well that all cut-offs and
their derivatives have smooth square roots up to sign.

We now define a basic test symbol a given by

a = χ0

(
1− φ

δ

)
χ1

(
−ξ̂
δ

+ 1

)
χ2

(
ξ̂

2
+ |ζ̂|2

)
.

As in Melrose–Vasy–Wunsch [MVW08] and Gannot–Wunsch [GW18], we can arrange that
a is well-localized:

Lemma 6.9. Given any neighborhood U of q0 ∈ Ḣ in bṠ∗M and any β > 0, there are δ > 0
and c1 > 0 so that a is supported in U for all 0 < δ < δ0.

We choose a basic operator B ∈ Ψ
1/2
b with

b = σ(B) = |τ |1/2δ−1/2(χ0χ
′
0)1/2χ1χ2,

so that b2 occurs as a factor whenever derivatives of a land on χ0. We further choose C ∈ Ψ0
b

with principal symbol

σ(C) =

√
2

|τ | |τ + ξ|ψ,

where ψ ∈ S0(bT ∗M) is identically 1 on the support of the symbol of B.
With precisely the same argument in Melrose–Vasy–Wunsch [MVW08], we can now write

the commutator of A∗A and L in a nice form:

Lemma 6.10 (cf. [MVW08, Lemma 9.6 and Theorem 9.7]). There is a δ0 > 0 so that for
all 0 < δ < δ0, the commutator of L and A∗A is given by

i[A∗A,L] = R′L+B∗

(
C∗C +R0 +

∑
j

RjQj +
∑
j,k

Q∗jRjkQk

)
B +R′′ + E ′ + E ′′,
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where the terms enjoy the following properties:

• all factors are microlocalized near q0,
• R0 ∈ Ψ0

b, R′, Rj ∈ Ψ−1
b , Rjk ∈ Ψ−2

b ,
• E ′, E ′′ ∈ x−2 Diff2

e Ψ−1
b , R′′ ∈ x−2 Diff2

e Ψ−2
b ,

• the symbols r0, rj, and rjk of R0, Rj, Rjk are supported in {ω ≤ 9δ2β},
• r0, τrj, and τ 2rjk are bounded by both

C2

(
1 +

1

β2δ

)
and 3C2(δβ + β−1),

• WF′b(E ′) ⊂ ξ−1((0,∞)) ∩ U ,

• WF′b(E ′′) ∩ Σ̇ = ∅.
Proof. This representation follows from the computations in the proof of Theorem 9.7 as
in [MVW08] relying heavily on the carefully chosen structure of the operators A and B.
However, for convenience we remind the reader here of the origins of each term.

Our choice of the function χ0 ensures that when derivatives fall on χ0, we get the con-
tributions between B∗ and B. The positive term, C∗C, arises from a copy of |τ + ξ|2/|τ |2
appearing from exchanging the leading order term in a∂ξa with L, which also leads to the
R′L term.

When derivatives fall on χ1, we get contributions to E ′ and when they fall on χ2, we get
contributions to E ′′. Commuting Qj vector fields through B, also leads to contributions to
E ′ and E ′′.

Because the above is largely a computation involving principal symbols, we also need the
R′′ term; this can be further used to absorb other lower order commutation terms. �

Lemma 6.11. Given ε > 0, there is a δ1 ∈ (0, δ0) so that for all 0 < δ < δ1 and all v ∈ D̃,

|〈R0Bv,Bv〉|+
∑
j

|〈RjQjBv, v〉|+
∑
j,k

|〈QjRjkQkBv,Bv〉|

≤ ε ‖Bv‖2
L2 + C ‖R′Bv‖2

L2 + C
(
‖u‖D̃ + ‖Gu‖D̃ + ‖Lu‖D̃′ +

∥∥∥G̃Lu∥∥∥
D̃′

)
for some R′ ∈ Ψ−1

b .

We typically do not require ε to be very small; it is used to absorb the ‖Bv‖2 term into
the left side of an estimate later.

Proof. We rely on the symbol estimates of Lemma 6.10, together with the observation that
if A ∈ Ψ0

b, then there is a A′ ∈ Ψ−1
b so that for all u ∈ L2,

‖Au‖ ≤ sup |σ0(A)|‖v‖+ C‖A′v‖.
We begin with the term involving R0. By the observation above, there is an R′0 ∈ Ψ−1

b so
that

|〈R0Bv,Bv〉| ≤ ‖R0Bv‖L2 ‖Bv‖L2

≤ 3C2(δβ + β−1) ‖Bv‖2
L2 + ‖R′0Bv‖L2 ‖Bv‖L2 .

We now turn our attention to Ri and Rij. Let T1 ∈ Ψ1
b be elliptic and T−1 ∈ Ψ−1

b an
elliptic parametrix for T1 so that T1T−1 = I + F , where F ∈ Ψ−∞b . We first observe that we
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may find an R′j ∈ Ψ−1 so that

|〈RjQjBv,Bv〉| ≤ ‖RjT1T−1QjBv‖L2 ‖Bv‖L2 + ‖RjFQjBv‖L2 ‖Bv‖L2

≤ 3C2(δβ + β−1) ‖T−1QjBv‖L2 ‖Bv‖L2 + ‖RjT−1QjBv‖L2 ‖Bv‖L2

≤ 3C2(δβ + β−1) ‖T−1Bv‖D̃ ‖Bv‖L2 +
∥∥R′jT−1QjBv

∥∥
L2 ‖Bv‖L2

≤ 3C(δβ + β−1) ‖(ρ∂ρ + x∂x)T−1Bv‖L2 ‖Bv‖L2 +
∥∥R′jT−1QjBv

∥∥
L2 ‖Bv‖L2

+ C
(
‖u‖D̃ + ‖Gu‖D̃ + ‖Lu‖D̃′ +

∥∥∥G̃Lu∥∥∥
D̃′

)
.

As (ρ∂ρ + x∂x)T−1 ∈ Ψ0
b, the first part of the first term is bounded by a (fixed) multiple of

‖Bv‖L2 .
A similar argument applies to the Rij terms, finally yielding an estimate of the form

|〈R0Bv,Bv〉|+
∑
i

|〈RjQjBv,Bv〉|+
∑
j,k

|〈Q∗jRjkQkBv,Bv〉|

≤ C(δβ + β−1) ‖Bv‖2
L2 +

ε

2
‖Bv‖2

L2 + C ‖R′Bv‖2
L2

+ C
(
‖u‖D̃ + ‖Gu‖D̃ + ‖Lu‖D̃′ +

∥∥∥G̃Lu∥∥∥
D̃′

)
,

where R′ ∈ Ψ−1
b . Choosing β > 0 large enough and then δ > 0 small enough finishes the

proof. �

We now finish the proof of Proposition 6.2.

Proof of Proposition 6.2. We first consider the case with ` = 0. Suppose s < sup{s′ : q0 /∈
WFs

′

b,D̃ u} so we may assume WFs
b,D̃ u ∩ U = ∅. Our aim is to show q0 /∈WF

s+1/2

b,D̃
u.

As we measure regularity with respect to D̃, we know that if B ∈ Ψs
b localizes to U , then

Bu, QiBu, and ρ∂ρBu all lie in L2. By the hypothesis and Corollary 6.7, it suffices to control
ρ∂ρu at q0. In particular, it suffices to find a b-pseudodifferential operator B of order s+3/2
elliptic at q0 for which Bu ∈ L2, explaining the apparent shift in order (by 1) below.

Let A, B, and C be in the discussion preceding Lemma 6.10, and Λr be a quantization of

|τ |s+1(1 + r|τ |2)−(s+1)/2, r ∈ [0, 1],

and set Ar = AΛr ∈ Ψ0
b for r > 0, so that Ar is uniformly bounded in Ψs+1

b∞ . We may further
arrange that [L,Λr] = 0.

By the commutator calculation in Lemma 6.10, we may write

i〈[A∗rAr, L]u, u〉 =‖CBΛru‖2 + 〈R′LΛru,Λru〉+ 〈R0BΛru,Λru〉(16)

+
∑
j

〈RjQjBΛru,BΛru〉+
∑
j,k

〈RjkQjBΛru,QkBΛru〉

+ 〈R′′Λru,Λru〉+ 〈(E ′ + E ′′)Λru,Λru〉.
As u ∈ D̃, the following pairings are well-defined:

〈[A∗rAr, L]u, u〉 = 〈A∗rALu, u〉 − 〈LA∗rAru, u〉
= 〈ArLu,Aru〉 − 〈Aru,ArLu〉.

Because Lu is residual, these terms are uniformly bounded in r and so we may estimate
‖CBΛru‖2 by the absolute values of all other terms in equation (16). The second term
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is uniformly bounded because Lu is residual, while the next three terms are estimated by
Lemma 6.11. The R′′ term is bounded by the regularity hypothesis of u on U , while the E ′′

term is bounded by elliptic regularity. Finally, the E ′ term is bounded by the hypothesis of
the theorem. We therefore can find a constant C independent of r so that

‖CBΛru‖2 ≤ C + ε‖BΛru‖2 + C
(
‖R′Bv‖2

+ ‖u‖2
D̃ + ‖Gu‖2

D̃ + ‖Lu‖2
D̃′ +

∥∥∥G̃Lu∥∥∥2

D̃′

)
,

where G ∈ Ψ
s+1/2
b , G̃ ∈ Ψs+1

b are supported in U . Another application of Corollary 6.7 shows
that ‖CBΛru‖ (and the rest of the right hand side) controls ‖BΛru‖. The other terms on the
right are uniformly bounded by the assumed regularity of u, so we can extract a subsequence

and conclude that BΛ0u ∈ L2, so that q0 /∈WF
s+1/2

b,D̃
(u).

A similar argument to the one sketched by Melrose–Vasy–Wunsch [MVW08] (which is
based on a similar argument of Hörmander [H0̈9, 24.5.1] shows that in fact q0 has a neigh-
borhood U ′ for which WFb,D̃(u) ∩ U ′ = ∅ for all s and therefore q0 /∈WF∞

b,D̃(u).

To finish the proof, we now suppose instead that ` 6= 0, i.e., that u ∈ ρ−`D̃. Because

Lu ∈ ˙C∞, L̃v ∈ ˙C∞ as well, where v = ρ`u ∈ D̃ and L̃ = ρ`Lρ−`. Because L and L̃ differ
only by an element of Diff1

b, the same proof applies to v. �

7. Propagation of singularities in the boundary

The aim of this section is to establish a natural setting in which the Pσ operator is Fredholm
for each σ, allowing us to rigorously evaluate contour integrals on compact intervals in σ.
This will be stated formally as Proposition 7.3 below. The main missing ingredient is the
semiclassical propagation estimate for Pσ near the cone point. As in the previous section,
throughout this section we use Qi to denote the first-order-differential operators not lying in
the semiclassical b-calculus. In particular, we let Q0 = 1/x, Q1 = hDx, and the remaining
Qi denote h

x
Dzi for local coordinates z2, . . . , zn on Z.

We record the form of Pσ and its semiclassical rescaling by h = |σ|−1, λ = σ/|σ| (which,
in an abuse of notation, we call Ph):

Pσ = (xDx + σ)∗(xDx + σ)−D∗xDx − (
1

x
∇z)

∗(
1

x
∇z)

− n2 − 1

4
− 2i(Imσ)(xDx + σ),

Ph = h2Pσ = (hxDx + λ)∗(hxDx + λ)− (hDx)
∗(hDx)− (

h

x
∇z)

∗(
h

x
∇z)

− h2n
2 − 1

4
− 2i(Imλ)(hDx + λ).

As we are only ever concerned with Imσ ∈ [a, b], we observe that λ = ±1 +O(h).
As in the bulk, the propagation arguments from previous work [BVW15, Section 5] es-

tablish the required estimates away from the singular points. The aim for this section is
therefore to establish the following two propositions:

Proposition 7.1 (cf. [GW18, Proposition 5.1]). Suppose A,G ∈ Ψ0
b,h with A basic satisfy

WF′b,h(A) ⊂ ellb(G) and WF′b,h(A) ∩ Σ̇ = ∅. Then there is a constant C so that

‖Au‖Dh ≤ C ‖GPhu‖D′h + Ch ‖Gu‖Dh +O(h∞) ‖u‖Dh
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for all u ∈ Dh.

Proposition 7.2 (cf. [GW18, Proposition 5.8]). If G ∈ Ψcomp
b,h is elliptic at {(0, z, 0, 0) : z ∈

Z} then there are Q,Q1 ∈ Ψcomp
b,h with Q elliptic at {(0, z, 0, 0) : z ∈ Z} and

WF′b,hQ ⊂ ellb(G),

WF′b,hQ1 ⊂ ellb(G) ∩ {−ξ > 0},
so that for all u ∈ Dh,

‖Qu‖Dh ≤
C

h
‖GPu‖D′h + C ‖Q1u‖Dh + Ch ‖Gu‖Dh +O(h∞) ‖u‖Dh .

One advantage of our choice of order function sftr is that we can measure regularity at the
conic singularity with respect to the domain Dh and rely on previously known results (as
in [BVW15, Appendix A]) to handle the variable order regularity away from the cone point.

Having proved Propositions 7.1 and 7.2, we can put them together with standard propaga-
tion of singularities estimates and radial points estimates exactly as in the prequel [BVW15,
Section 5], yielding an estimate of the form

‖u‖X sftrh
≤ C

h
‖Pu‖Ysftr−1

h
+ Ch ‖u‖X sftrh

+O(h∞)u,

with an analogous estimate for P ∗ (with sftr replaced by s∗past). Here the Q1 term (which
measures semiclassical singularities propagating to the cone point) can be absorbed into the
final O(h∞) term by using that u is trivial near S−. In particular, for small enough h, P
is invertible. Together with the compactness of the inclusions D → L2 and L2 → D′, we
obtain the following proposition proved analogously to [Vas13, Section 2.6]. In [Vas13], the
author uses complex absorbing potential, while here as in [BVW15, BVW18] the variable
coefficient Sobolev spaces give the necessary Fredholm structure. It is key that with respect
to σ we construct a holomorphic family of operators, which is clear when since have Pσ as
written in (15) is an operator valued polynomial in σ.

Proposition 7.3. The family Pσ has the following mapping properties:

(1) Pσ : X sftr → Ysftr−1 and P ∗σ : X s∗past → Ys∗past−1 are Fredholm.
(2) The operators Pσ form a holomorphic Fredholm family on these spaces in

Cs+,s− = {σ ∈ C : s+ <
1

2
+ Imσ < s−},

with sftr|Λ± = s±. The formal adjoint P ∗σ is antiholomorphic in the same region.
(3) P−1

σ has only finitely many poles in each strip a < Imσ < b.
(4) For all a and b, there is a constant C so that∥∥P−1

σ

∥∥
Ysftr−1

|σ|−1 →X
sftr
|σ|−1
≤ C〈<σ〉−1

on a < Imσ < b, |<σ| > C, with a similar estimate holding for (P ∗σ )−1.

7.1. Elliptic regularity. As in Section 6.1, we assume all operators and distributions are
supported in x < 1/4.
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Lemma 7.4. Suppose A,G ∈ Ψ0
b,h with A basic satisfy WF′b,h(A) ⊂ ellb(G). There is a

constant C so that∫ (
h2|dAu|2 − |(hxDx + λ)Au|2

)
xn−1
√
k dx dz

≤ ε ‖Au‖2
Dh +

C

ε
‖GPu‖2

D′h
+ Ch ‖Gu‖2

Dh +O(h∞) ‖u‖2
Dh

for all u ∈ Dh.

Proof. Integration by parts shows that if v ∈ Dh, then∫ (
h2|dv|2 − |(hxDx + λ)v|2 + 2i(Imλ)((xDx + λ)v)v

)
= 〈Phv, v〉,

where the pairing on the right side is the pairing of Dh with D′h.
We apply this to v = Au ∈ Dh and then first estimate

〈APu,Au〉+ 〈[P,A]u, u〉 − 2i(Imλ)〈(hxDx + λ)Au,Au〉.
The first term is estimated by Cauchy–Schwarz:

|〈APu,Au〉| ≤ 1

4ε
‖APu‖2

D′h
+ ε ‖Au‖2

D .

Microlocal elliptic regularity lets us estimate APu in terms of GPu. Because Imλ = O(h),
the final term is bounded by

Ch
(
‖hxDxAu‖2 + ‖Au‖2) .

The extra factor of h means that both of these terms can be absorbed into the h ‖Gu‖2
Dh

term.
We now turn to the term involving [P,A]. Recall from Melrose–Vasy–Wunsch [MVW08,

Lemma 8.6] that for a basic operator A ∈ Ψ0
b,h, we may write

[P,A] = h
∑
j,k

Q∗jBjkQk + h
∑
j

BjQj +B,

where Qi refer to 1/x, Dx, and 1
x
Dzj , Bjk ∈ Ψ−1

b,h, Bj ∈ Ψ0
b,h, and B ∈ Ψ1

b,h. We may then

estimate each of the terms by h ‖Gu‖2
Dh . �

We record a useful corollary for the hyperbolic section:

Corollary 7.5. If A and G are as above, then there are constants C0 (independent of A)
and C so that

‖Au‖Dh ≤ C0 ‖Au‖L2 + C
(
‖GPu‖D′h + h ‖Gu‖Dh

)
+O(h∞) ‖u‖Dh .

Proof. As x < 1/4, we can bound −|(hxDx + λ)Au|2 below by

−1

4
|hDxAu|2 − |λ|2|Au|2.

The first of these terms can be absorbed into the first term on the left in Lemma 7.4, while
the second is moved to the right side. �

Exactly as in Gannot–Wunsch [GW18, Lemma 5.4], we can further improve this estimate
by an iterative argument:
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Lemma 7.6. If A and G are as above, then

‖Au‖Dh . ‖GPhu‖D′h + ‖Gu‖L2 +O(h∞) ‖u‖Dh .
Proposition 7.1 follows immediately from the following lemma:

Lemma 7.7. Suppose A,G ∈ Ψ0
b,h with A basic satisfy WF′b,h(A) ⊂ ellb(G). If A is supported

in {x < δ/
√

2} and {(ξ + z)2 < 1
2
δ−2(ξ2 + |ζ|2)}, then

‖Au‖Dh ≤ C ‖GPu‖D′h + Ch ‖Gu‖Dh +O(h∞) ‖u‖Dh .

Proof. Since A is supported in {x < δ/
√

2}, we know∫ (
δ−2|hxdAu|2 − |(hxDx + λ)Au|2

)
≤
∫ (
|hDxAu|2 − |(hxDx + λ)Au|2

)
.

Our other hypothesis on the support of A shows that we can find B with WF′b,h(A) ⊂ ellb(B)
so that given the operator

Z̃ = δ−2

(
(hxDx)

∗(hxDx) + (
h

x
∇z)

∗(
h

x
∇z)− (hxDx + z)∗(hxDx + z)

)
− (B∗B + hF )

we have

WFb,h(Z̃) ∩WF′b,h(A) = ∅.
Integrating by parts and using Lemma 7.4 shows that

‖BAu‖2
L2 +

∫
1

2
h2|dAu|2 ≤ ε ‖Au‖2

Dh +
C

ε
‖GPu‖2

D′h

+ Ch ‖Gu‖2
Dh + Ch ‖FAu‖L2 ‖Au‖L2 +O(h∞) ‖u‖2

Dh .

As B is elliptic on WF′b,h(A), the the left side controls ‖Au‖Dh , while the right side is
controlled by

ε ‖Au‖2
Dh + C ‖GPu‖2

D′h
+ Ch ‖Gu‖2

Dh +O(h∞) ‖u‖2
Dh .

Absorbing the first term into the left side then finishes the proof. �

7.2. Hyperbolic propagation. In this subsection we prove Proposition 7.2. As in Sec-
tion 6.2, we introduce an operator A with symbol given by

a = χ0(2− φ/δ)χ1(2− ξ/δ)χ2(ξ2 + |ζ|2),

where χi are the same functions as in that section and φ = −ξ + 1
β2δ
x2. Recall that χ2

is supported in [−2c1, 2c1] and is identically one on [−c1, c1], so we think of a as being
determined by the three parameters c1, β, and δ.

We also choose a basic operator B ∈ Ψcomp
b,h with symbol

b =
2√
δ

(χ0χ
′
0)1/2χ1χ2,

so that factors of B arise when the derivative lands on χ0 in A.
As in that section (and Melrose–Vasy–Wunsch [MVW08] or Gannot–Wunsch [GW18,

Lemma 5.9]), the symbol a is well-localized:

Lemma 7.8. Given any neighborhood U of {(0, z, 0, 0) : z ∈ Z} in bT ∗mf and any β > 0,
there are δ0 > 0 and c1 > 0 so that a is supported in U for all 0 < δ < δ0.
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We compute now the commutator of P with A∗A in much the same way as in Melrose–
Vasy–Wunsch [MVW08]:

Lemma 7.9 (cf. [MVW08, Lemma 9.6 and Theorem 9.7]). Let Q0 = 1/x, Q1 = Dx and Qi

denote the remaining 1
x
Dz. There is a δ0 > 0 so that for all 0 < δ < δ0, the commutator of

P and A∗A is given by

i

h
[P,A∗A] = −B0P +B∗

(
C∗C +R0 +

∑
j

RjQj +
∑
j,k

Q∗jRjkQk

)
B + E + E ′′ + hR′,

where the terms enjoy the following properties:

• C = (hxDx + z),
• σ(B0) = 2∂ξ(a

2),

• R0, Rj, Rjk ∈ Ψcomp
b,h satisfy

|σ(R∗)| ≤ C1(δβ + β−1),

• E ′, E ′′, R′ ∈ x−2 Diff2
b,h Ψcomp

b,h satisfy

WF′b,h(E
′) ⊂ {−ξ > 0}, WF′b,h(E

′′) ∩ Σ = ∅.
Proof. We use Lemma 4.2 to commute A∗A through P , using that A is basic. The main
term arising from the commutator then reproduces the main terms in P ; indeed, it is of the
form

B∗
(

(hDx)
∗(hDx) +

h2

x2
∆z

)
B.

We use the form of the operator to exchange this term for B0P and B∗C∗CB. The other
terms in the expression arise in the same way as in Melrose–Vasy–Wunsch [MVW08] (ex-
plained above in the proof of Lemma 6.10. �

Lemma 7.10. For any ε > 0, there are β > 0 and δ1 ∈ (0, δ0) so that

|〈R0Bu,Bu〉|+
∑
j

|〈RjQjBu,Bu〉|+
∑
j,k

|〈Q∗jRjkQkBu,Bu〉| ≤ ε ‖Bu‖2
Dh +O(h∞) ‖u‖2

Dh .

As with Section 6.2, we typically do not need ε to be especially small; our aim is to absorb
that term into the left side in the propagation argument.

Proof. As in the proof of Lemma 6.11, we rely on the symbol estimates in Lemma 7.9.
Indeed, we bound

‖R∗v‖L2 ≤ 2 sup |σb,h(R∗)| ‖v‖L2 +O(h∞) ‖v‖L2

≤ 2C1(δβ + β−1) ‖v‖L2 +O(h∞) ‖v‖L2 .

We now fix β > 0 sufficiently large and then take δ1 ∈ (0, δ0) sufficiently small to make
2C1(δβ + β−1) < ε/3.

We now consider the individual terms. For the R0 term, we apply the above inequality
with v = Bu and then use Cauchy–Schwarz. The Rj and Rjk terms are nearly identical:∣∣〈Q∗jRjkQkBu,Bu〉

∣∣ = |〈RjkQkBu,QjBu〉|
≤ 2C1(δβ + β−1) ‖Bu‖2

Dh ≤ ε ‖Bu‖2
Dh .

�
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We now finish the proof of Proposition 7.2.

Proof. Given u ∈ Dh, we apply Lemma 7.9 to write

−2

h
Im〈APu,Au〉 =

i

h
〈[A∗A,P ]u, u〉

= ‖CBu‖2
L2 + 〈R0Bu,Bu〉+

∑
j

〈RjQjBu,Bu〉

+
∑
j,k

〈RjkQkBu,QjBu〉+ 〈E ′u, u〉+ 〈E ′′u, u〉+ h〈R′u, u〉 − 〈B0Pu, u〉.

We note that A, B, and CB preserve Dh, while B0 preserves D′h.
By Corollary 7.5 and the ellipticity of C on WF′b,h(B),

c0 ‖Bu‖2
Dh ≤ ‖CBu‖

2
L2 + C ‖GPu‖2

D′h
+ Ch ‖Gu‖2

Dh +O(h∞) ‖u‖2
Dh ,

where c > 0 is independent of β and δ and G is elliptic on WF′b,h(B).
We now supposeG ∈ Ψcomp

b,h is elliptic on WF′b,h(B) andQ1 ∈ Ψcomp
b,h is elliptic on WF′b,h(E

′)

with WF′b,h(Q1) ⊂ ellb(G)∩{−ξ > 0}. Applying Lemma 7.10 yields an estimate of the form

c0

2
‖Bu‖2

Dh ≤
2

h
|〈APu,Au〉|+ C ‖GPu‖2

D′h
+ Ch ‖Gu‖2

Dh

+ |〈(E ′ + E ′′)u, u〉|+ h |〈R′u, u〉|+ |〈B0Pu, u〉|+O(h∞) ‖u‖2
Dh .

We can estimate the E ′ term by Q1 using microlocal elliptic regularity and the E ′′ term by
Proposition 7.1. We can therefore estimate the second line by

C

h
‖GPu‖2

D′h
+ Ch ‖Gu‖2

Dh + C ‖Q1u‖2
Dh +O(h∞) ‖u‖2

Dh .

Because WF′b,h(A) ⊂ ellb(G), we can further estimate

2

h
|〈APu,Au〉| ≤ C

h2ε
‖GPu‖2

Dh + Cε ‖Au‖2
Dh +O(h|infty) ‖u‖2

Dh .

By construction, χ′0(s) = s2χ′0(s) for s > 0 and so

a = (2− φ/δ)(χ0χ
′
0)1/2χ1χ2 =

1

2
δ1/2(2− φ/δ)b.

We may therefore write A = FB + hF ′ for some F, F ′ ∈ Ψcomp
b,h in order to estimate Au by

Bu. Putting the above together yields the estimate

‖Bu‖Dh ≤
C

h
‖GPu‖D′h + C ‖Q1u‖Dh + Ch1/2 ‖Gu‖Dh +O(h∞) ‖u‖Dh .

An iterative argument exactly as in the end of the proof of the analogous proposition in
Gannot–Wunsch [GW18, Proposition 5.8] finishes the proof. �

8. Proof of Theorem 1.1

This section is devoted to a sketch of the proof of the main theorem. The outline of
the proof is the same as in the asymptotically Minkowski setting [BVW15, BVW18]; the
key missing steps involve propagation near the conic singularities and are formalized in
Corollary 6.4 and Proposition 7.3. Indeed, with those missing steps, the same approach
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as in the asymptotically Minkowski setting ( [BVW15, Section 9] and [BVW18, Section 9])
applies here, essentially verbatim.

We let ρ denote a defining function for mf and x denote a defining function for cf. (Near
S+, the primary region of interest, we can take ρ = t−1.)

We consider the equation
�gw = f ′

on M◦, but then rescale and conjugate to rewrite it as

Lu = f,

where

L ≡ ρ−(n−1)/2−2�gρ
(n−1)/2,

u = ρ−(n−1)/2w ∈ C−∞(M),

f = ρ−(n−1)/2−2f ′ ∈ Ċ∞(M).

Under this conjugation, L becomes a “wedge-b-differential operator”, i.e., it is a b-differential
operator (in the sense of Melrose [Mel93]) at mf and is a wedge-type operator at cf. Moe
precisely, L ∈ x−2 Diff2

e(M).
Due to the scaling invariance (in the variable ρ) of the metric, we observe that N(L) = L.

This observation simplifies the analysis as we are ultimately able to avoid dealing with
remainder terms.13 For convenience, we recall from Section 3.1 the form of the operator L
in both the (ρ, v, y) and (ρ, x, y) coordinate systems.

Near S+, in the “almost global” (ρ, v, y) coordinate system,

L = v(ρDρ)
2 − 4(1− v2)ρDρDv − 4v(1− v2)D2

v −
2

1− v∆z

− ((n− 1) + (n+ 1)v) iρDρ + 2
(
2− (n− 1)v − (n− 3)v2

)
iDv

− 2

(
n− 1

2

)2

− (n− 1)

(
n+ 3

2

)
v.

where ∆h is the non-negative Laplacian on the link (Z, h).
We also record the form of the operator in the coordinates (ρ, x, z), where ρ = 1/t and

x = r/t:

L = (ρDρ + xDx)
2 − ni(ρDρ + xDx)−D2

x +
(n− 1)i

x
Dx −

1

x2
∆z −

n2 − 1

4
.

After applying the Mellin transform to the identity Lu = f , we obtain

Pσũσ = f̃σ,

where Pσ = N̂(L) is the reduced normal operator of L. As w vanishes near C−, we may
arrange that ũσ also vanishes there.

Because our solution u in the bulk is not typically conormal to the boundary hypersurface
cf, the Mellin transformed solution ũσ is not typically conormal to x = 0 on mf. As a result,
we must introduce a slightly modified version of the standard cornomal spaces. To do this,

13If we instead perturb the spacetime metric, the remainder terms can be handled as in the asymptotically
Minkowski setting [BVW15, BVW18].
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we fix a smooth cutoff function φ on X = mf so that φ ≡ 1 near ∂X = mf ∩ cf and φ ≡ 0
near S+ ∪ S−.

Definition 8.1. Suppose ũ is a distribution on X = mf. We say that ũ ∈ I(s)(S+) if

(1) ũ is smooth away from S+ and ∂X = mf ∩ cf,
(2) (1− φ)ũ ∈ Hs(mf),
(3) φũ ∈ D, and
(4) (1− φ)ũ is conormal to S+ relative to Hs.

In other words, ũ ∈ I(s)(S+) if ũ ∈ D near ∂X and, away from x = 0, ũ ∈ Hs(X) remains
in Hs(X) after repeated application of vector fields vanishing on S+.

Because we use these spaces many times, we recall the same compact notation used in the
previous paper [BVW18]. In what follows H(Ω) refers to the space of holomorphic functions
on the domain Ω ⊂ C.

Definition 8.2. For ς, s ∈ R, we let Cς be the upper half-plane Imσ > −ς and then define

B(ς, s) = H(Cς) ∩ 〈σ〉−∞L∞L2(R; I(s)(S+)).

In other words, B(ς, s) consists of those gσ holomorphic in σ ∈ Cς taking values in I(s)(Λ+)
such that for each seminorm on I(s)(S+),∫ ∞

−∞
‖gµ+iν‖2

•〈µ〉2k dµ

is uniformly bounded in ν > −ς.
Further complicating matters, we in fact allow elements of H(Cς) to take values in σ-

dependent Sobolev spaces.
Observe that because f ∈ Ċ∞(M), we have

f̃σ ∈ B(C, s′) for all C, s′.

One consequence of Corollary 6.4 is the following proposition:

Proposition 8.3. There are ς0, s so that

ũσ ∈ B(ς0, s− 0).

Proof. Because ρ(n−1)/2w lies in some Hs,γ
b (M), we have

(17) w̃σ ∈ H(Cς0) ∩ 〈σ〉max(0,−s)L∞L2(R, Hs),

where ς0 = γ − (n− 1)/2. By reducing s, we may assume that s+ γ < 1/2, so as to be able
to apply the regularity results of Corollary 6.4. We may also arrange that w̃σ vanishes in a
neighborhood of C− in ∂M because w vanishes near C− in M .

Corollary 6.4 implies that (away from cf) w is conormal to S+ and so by [BVW15, Lemma
2.3],

w̃σ ∈ B(ς0,−∞).

Interpolating with equation (17) yields the result. �

This allows us to start the iterative procedure. Because

Pσũσ = f̃σ,

our aim is to invert Pσ and employ a contour shifting argument (as w̃σ is holomorphic in a
half-plane) to enlarge the domain of meromorphy of w̃σ.
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By Proposition 7.3, P−1
σ forms a meromorphic family in any half-plane. Because f̃σ is

entire, we now write ũσ = P−1
σ f̃σ to see that ũσ is meromorphic in any upper half-plane.

More precisely, after shifting the contour by N units, we have

w̃σ ∈ B(ς0 +N,min(s− 0, 1/2− ς0 −N − 0))

+
∑

(σj ,mj)∈E0
Imσj>−ς0−N

(σ − σj)−mjaj,

where

aj ∈ B(ς0 +N, Imσj + 1/2− 0).

Here E0 is the set of poles of P−1
σ . By an argument identical to the one in the asymptotically

Minkowski setting [BVW15, Section 7], these can be identified with the resonances on the
hyperbolic cone bounded by S+, identified above in equation (2).

After inverting the Mellin transform, we can conclude that w enjoys a partial asymptotic
expansion. In fact, on M away from the singular locus cf, we have

w =
∑

(σj ,k)∈E0
Imσj>−`

ρiσj(log ρ)kbjk + w′,

where, for some C = s+ ς0 (with s as in Proposition 8.3),

w′ ∈ ρ`Hmin(C−`−0,1/2−ς0−`−0)
b (M).

The coefficients bjk are smooth functions of ρ taking values in I(1/2−<(iσj)−0) and are supported
in C+. As we look further into the asymptotic expansion of w, the coefficients (and the
remainder term) are growing more and more singular; this is because the radiation field is
“hiding” at S+.

In fact, after blowing up S+, Proposition 2.1 implies that the same arguments in the
preceding discussion provide one step toward establishing the polyhomogeneity of w. Indeed,
w enjoys an asymptotic expansion at C+ (away from the singularity at C+ ∩ cf) uniformly
up to the corner in [M ;S+].

By Proposition 2.1, the other step needed to establish the polyhomogeneity of w concerns
the estimates at I+. This argument relies on the observation that on M , L and 4Dv(ρDρ +
vDv) agree up to terms with additional vanishing near S+. The vector field ρDρ + vDv is
precisely the vector field that lifts to the b-normal vector field to I+ on [M ;S+]. As it lifts
to the radial vector field, we set

R = ρDρ + vDv.

The other step establishing the polyhomogeneity of w requires that w enjoys additional
vanishing (on [M ;S+]) after the application of (R + ik) . . . (R + i)R.

We ignore for now these additional terms14 and suppose L = 4Dv(ρDρ + vDv) = 4DvR.
As Lw is smooth and rapidly decaying, and w ∈ Hs,γ

b , we know that DvRw ∈ Hs,γ
b . Because

Dv is elliptic on WFb(w), it is microlocally invertible and so Rw ∈ Hs+1,γ
b , i.e., Rw is one

order better than w.

14Of course, these additional terms are always there. Managing these terms forms a sizeable part of
Section 9.2 of the previous paper [BVW18] and we refer the reader there for a thorough discussion.
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To continue this iterative process, we observe that RDv = Dv(R + i), so that(
k−1∏
j=0

(R + ij)

)
L =

(
k−1∏
j=0

(R + ij)

)
DvR = Dv

(
k∏
j=0

(R + ij)

)
.

An inductive argument then shows that(
k∏
j=0

(R + ij)

)
w ∈ Hs+k+1,γ

b (M),

so that (R + ik) . . . (R + i)Rw enjoys additional regularity near S+.
Because w is already conormal to S+, added regularity near S+ really measures additional

applications of Dv. The vector field vDv is tangent to S+ (and so can be applied to w as many
times as we like), so we may interpret additional regularity at S+ as additional vanishing at
S+.15 This extra vanishing is what is needed for the polyhomogeneity statement.
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